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Abstract—The modern Information Systems (IS) serve a
dynamically changing organization environment with
actual business processes (BPs) and documents in meat-
space and with their representation within cyberspace. The
challenge of the modeling is to track the continuous changes
that bear on documents and flow structure of BPs.

The traditional approaches for dynamic process modeling
take into account the design phase and operational phase
within life cycles of both documents and BPs. However, the
most recent management science approaches as agile
company, lean management etc. enforce that the
enhancements should start at the analysis phase and then the
required modifications embodying in the structure of
processes and organization should cascade through the
design and operational phase in consistent and integrated
way. As the documents and processes are strongly coupled
to each other, a framework is needed that can reconcile the
heterogenous views and models into a unified one and this
framework should be grounded in a mathematically sound
theory. The hypergraph as a mathematical structure is very
flexible thereby it offers the opportunity for unified and
uniform handling of models and providing solutions for
representing and controlling of dynamic processes in the
major “seasons” of their life cycles.

Keywords: IS modeling, document-centric modeling,
IS architecture, Zachman framework, hypergraphs,
business process (BP) modeling, dynamic process

modeling.

I. INTRODUCTION
Most recently, the rapidly changing business
environment and thereby originated adaptivity

requirement against Business IS led to the agile business
approach as a management science philosophy. The
agility at enterprise level results in continuously changing
BPs.  The agility is enforced by trends in the
organizational environment caused by market or
authorities in time dimension. For that reason, a modeling
framework that should track the changes should consider
the requirements for functions in time dimensions. In an
IS environment, the changes can be captured in the form
of data items, data collections, documents and structure of
processes. The models should grasp the various views and
perspectives of the functioning enterprise exploiting the
service of IS [27]. At the organization and strategic

planning level, the overarching demand for
modifications appears then the business and system
analyst should understand the essence of amendments,
and then the analysts should create an adequate
representation. The representation at business analysis
and process level should take into account the demands
for changes at the data perspective. As the requirement
for changes at data perspective can be perceived as
modification in the structure of documents, collections of
data and database schemas. The intimate interrelationship
between documents and BPs can assist to deduce the
requirements for changes dynamically. The documents
function as inputs and outputs for processes so that the
changes in document and data structures can be used to
identify the requirements for changes in BPs.

Consequently, the demand for structural modification in
documents and collections of data makes necessary a
discovery mechanism that pinpoints the models and their
scopes where the enhancements should be accomplished
while the consistency, integrity and security objectives
should be sustained. This approach is in concert with agile
enterprise management, agile system development and
system operations methodologies.

As motivating example, we may use an e-public
administration example where the documents containing
description for legal procedural rules may change by law or
by regulatory authorities [20]. The legal procedural rules
contain prescriptions on the structures and variables /data
fields of generic documents. The variables are valuated and
bounded to specific data items during processing till the
specific document achieves the finalized, ultimately the
ground document status[17][21]. A certain set of
procedural rules are mapped onto rules embedded into
intentional document types, another set of procedural rules
can be organized into structures of generic BPs. The
codified changes of legal procedural rules at public
administration level initiate changes for intentional
document types and in a coherent way for structure and
components of BP. The BPs of public administration are
supported by workflows as a kind of operationalized BPs
with interaction of human roles.
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In Section 2, we provide a brief overview of the related
literature. In Section 3, we describe the formal and
mathematical background that assist in representing
documents, data structure and processes, moreover we
describe the proposed approach, and then in Section 4 we
conclude our research and discuss the results and the
planned research in future.

Il. LITERATURE REVIEW

The concept of dynamic processes and its definition is
widely differing. Generally, the definitions refer to
changes within the external and internal environment,
and the consequences can be traced through adding,
deleting, replacing components representing activities
[1]. The alteration at organizational level will be realized
at operational level, neither the cascading effects on
elements of the process nor on other processes, and nor
on the interrelationships between processes are
discussed. Reference [1] follow a similar track, the
changes can be accomplished at operational level on the
structure of the workflow and instance of a single
process, however the modifications of content and
business logic included in the activities are not analyzed.
Jain et al. [10] examine the impact of internal changes
on BPs and the capability of the processes to adapt
themselves to the changing environment; the externally
initiated alterations are not considered. Hermosillo et al.
[18] postulate that processes should be capable for
dynamic adaptation to different scenarios, although the
method for adaptation cannot be exhibited in detail.
Mejia et al. [15] outlines an approach for dynamic
adaptation based on Even-Condition-Action
methodology, and proposes a rule-based approach,
nonetheless the focus of the paper on a context-aware
adaptation at operational level based on rules.

The use of semi-structured, active XML documents
and a disciplined design approach are discussed in [14]
to construct 1S form the viewpoint of active documents.
Another paper [2] presents a design methodology for a
systematic design process to organize and maintain large
amounts of data in a Web site based IS through a
hypermedia design methodology. For the design of
large-scale 1S based on web applications and web
services, Reference [24]contains a method.

Beside the different analysis and design model for 1S
that underlie of BP Models and workflow, the concept of
architectural approach is that plays a relevant role that
can be used in model creation. The various architectures
for IS have been used to assist in understanding the
relationship between the different perspectives, aspects,
components and single models [5][23][27]. Zachman
architectures developed for IS in enterprise, TOGAF is
developed by Open Group for software systems within
companies. TOGAF method contains two main parts:
The Architecture Development Method (ADM) and the
Foundation Architecture with generic functions/services
on which specific architectures and building blocks can
be built[5].

Joeris [12]proposed a document based approach for
modeling control and data flow for business activities
and data interchange among them. Wewers et al. [25]
present a system that supports a framework for inter-

organizational, document oriented workflow. The
alignment and fitting between BPs and organization can
be analyzed on the base of ontologies and semantic
approaches[13].

The artifact-centric BP model uses three basic concepts:
artifact classes, tasks, and business rules [6][26]. The tasks
handle the artifacts, the business rules govern which tasks
should be triggered and which artifacts will be manipulated
(81 [9].

The document-centric approach in concert with BP
representation is analyzed in several papers. The models for
data, documents and processes can be represented in unified
framework based on graph-theoretical approach, the
hypergraph as a lingua franca for models seems to be
suitable for this purpose [16][17][19].

A. The theoretical background for unified
representation

The BPs exist in a complex environment of IS. The
representations of processes and interrelated elements
enforces an enterprise architecture (EA) based approach
with multitude of models. To sustain such a complex
environment through the whole life cycle of IS, a formalized
but flexible modeling method is required. The document
centric approach with process-oriented perception provides
an opportunity that can be exploited by formalized
description that are grounded in mathematics.

B. Documents as drivers for modeling BPs

The data collection that is tightly coupled to the dynamic
BP can be grasped by the concept of documents[17]. We
should define a document type hierarchy. The basic
approach is that, the evolution of the originally unbounded
fields, variables within document can represent the status of
the actual documents. We may imagine that there is an
overarching document that includes any document types
and data items in a concrete enterprise. The generic types
consist of this overarching enterprise document. The
generic document type can be modelled as semi-structured
XML, by document object model approach, or any other
appropriate way[11], thereby a generic document type
includes classes of documents that can be generated by
exploiting either structure or rules that are codified into the
generic type. The document types that are created out of a
generic document type can be instantiated into free
documents that contains free variables, or unbounded fields
that are not yet valuated during manipulation of documents.
The free documents can be perceived as free-tuples of
tableaux or tableaux queries [3]. A specific type of
documents is the intentional document types that are part of
a generic document type, they compose hierarchy of
document types, the specific property of intentional
document types that there are rules that are attached to parts
of the internal structure. The rules provide tools to modify
and adapt the structure of the documents in concert with the
actual task during the flow of activities within a BP.

C. Hypergraphs as sound ground for modeling

The hypergraphs, especially the generalized hypergraphs
provide a flexible structure to describe complex
relationships that can be explored among models during
analysis and design of IS. A hypergraph is a pair (V, E) of
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afinitesetV ={vy,. . . ,vn}and aset E of nonempty subsets
of V. The elements of V are called vertices; the elements of
E are called edges The generalized hypergraph allows that
hyperedges as nodes can be included in other hyperedge but
the contained hyperedge should be different from the
container hyperedge.

Definition 1. “The concept of the directed hypergraphs
is an ordered pair of vertices and hyperarcs that are
directed hyperedges”, i. e. each hyperarc is an ordered
pair that contains a tail-+;, andahead =~ of[7].

e, =| g —(n, ,t],-, _[;,.__ JJ.!, = V.e C”(l)

The enterprise, BP, document and data architecture can
be represented by a unified modeling framework. This
approach offers the chance to capture the essential and

critical modeling issues of dynamic BPs [17][21].

D. Modeling Dynamic BPs

The deployments into production environment of
changes in BPs results in high failure rates. The cause of
this phenomenon is attributed to the inability to predict the
outcome of the exercise without implementing the change
in the physical environment.

Definition 2. “BP is a collection of activities that takes
kinds of input (one or more) and creates an output that is
of value to the customer. Or a set of activities undertaken
in a specific objective. The responsibility for execution of
the activities (all or part) by an actor represents a role”
[28][29] .

Users are assigned to roles to scope of delegated power,
and to a set of tasks to be executed. The role within an
organization is an abstraction, in fact a group of people
may belong to a single role to avoid any bottleneck and
enable distribution of tasks. This objective is achievable
through information and communication technology
(ICT) and automatization of Information Management. A
BP model consists of a set of models that connected
through complex relationships having integrity,
consistency, security and logical constraints associated to
them. This perception of BP model corresponds to the
principles of EA and analysis methods of IS The above-
mentioned hypergraph representation provides the
opportunity for representing each single model with its
cross-references and constraints in a flexible way that can
be handled by tools grounded in graph-theory. This
modeling environment yields the chance that the results of
analysis may flow through the various layers of models till
the implementation and operation season smoothly.

Definition 3. “BP model is an abstraction of the way
how the working systems and individuals have to meet a
business need that is described in a standard for business
procedures, and a representation of knowledge and
expertise of the practice of the profession”.

A BP model is a kind of map that governs the course of

the job from beginning to the end.

- It is the basis for process improvement which
allows a better understanding of the process.

- It serves as a basis for decision support, affects the

decision on setting priorities objectives, serves as the basis
for resources.

- It allows to anticipate changes and developments.

- Even if it does not provide all the answers, it
provides a vision of the strategy followed by the company.
— Verification: process models are analyzed to find errors in
systems or procedures (e. g. potential deadlocks).

- Performance analysis: techniques like simulation
can be used to understand the factors influencing response
times, service levels.

- Configuration: models can be used to configure a
system.

E. Existing models for representing BP

Designers use models to represent BPs in a graphical
way. Models require to formalize the process by using
formal methods and visual languages. We will describe and
analyze each relevant model from the literature that can be
used for representation of BPs in a hypergraph.

The classical Petri net was invented by Carl Adam Petri
in the sixties [31]. Since then it has been used to model and
analyze all kinds of processes with applications ranging
from communication protocols, hardware, and embedded
systems to flexible manufacturing systems, user interaction.
In the last two decades, the classical Petri net has been
extended with color, time and hierarchy [30][31]. These
extensions facilitate the modeling of complex processes
where data and time are important factors.

Finite State Machines (FSM) is a well-known modeling
method in the formal specification systems. A FSM is a
behavioral model that contains a finite number of states.
The states are called : the initial -state, end-state and other
for representing transitions.

Unified Modeling Language (UML) [32] offers
specialized diagrams (including diagrams of activity
diagram, sequence diagram, class diagram, state charts etc.)
each having a specific function. The UML Activity
Diagrams can be used to model BPs [33], to model the logic
of the use cases or user scenarios, or to model a participant
of the business with the related business activities and
business logic [34]. The UML Activity Diagrams can
model the internal logic of complex operations. The UML
Activity Diagrams are the object oriented (OO) equivalent
to the data flow and flowchart diagrams that are used
structured development methods.

Business Process Execution Language (BPEL) [35] is a
standardized language for specifying the behavior of a BP
based on interactions between a process and its service
partners. It defines how multiple service interactions Web
Service Description Language (WSDL) document through
a set of operations and messages that can be dealt with. A
BPEL process uses a set of variables to represent the
messages exchanged between partners. They also represent
the state of the BP. WSDL document through a set of
operations and messages that can be dealt with. A BPEL
process uses a set of variables to represent the messages
exchanged between partners. They also represent the state
of the business process.

Business Process Modeling Notation (BPMN) [36]used
to model BPs and a basic ontology to represent domain
information model entities. BPMN create a standard to
bridge the gap between design and implementation of BPs.
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TABLEI.

COMPARATIVE ANALYSIS OF BP MODELING APPROACH

Formal semantics of BPMN is that of Wong and Gibbons, which
uses Communicating Sequential Processes (CSP) as the target formal
model.

Criteria
<
[=]
€
Semantic Syntactic Structural
- . . - .
R . Graphical nature: supports the communication with end-users.
g Formal semantics: in classical Petri net and several enhancements Petri net is triplet (P, T, F): [39]p PP
5 (color, time, hierarchy). -P is a finite set of places.
& Operational semantics: described in terms of tokens in places in of -T afinite set of transitions
Petri net [38] . Petri nets have an exact mathematical definition of (PNT=0).
their execution s'antics, with a well-developed mathematical theory -F < (P xT) U (T x P) is aset of arcs (flow
for process analysis [29]. relation).
F A FSM is a restricted Turing machine where the head can only 5-let A= (M,Q,q0,F.R): Graphical nature of FSM supports communication because it is
S perform "read" operations, and always moves from left to right. [39] | 7y inpu’t aylpl';al;et ' easy to understand by users and describe reactive behavior and
M « Q: finite set of states of A. dynamic systems.
* o in Q is the initial state.
« F subset of Q is final states
* R: QX is the transition function.
B syntactic rules are comprehensivel . . . .
Semantic analysis of BPMN models is hindered by the heterogeneity 4 f P Y Initially positioned as a modeling formalism and only
P . . - documented in tables throughout the BPMN . ) . >
of its constructs and the lack of an unambiguous definition of the R s informally defined, it has matured into a fully fledged BP
M . standard specification, the actual semantics is . . .
notation. ! . N modeling and execution language based on a comprehensive
N only described in narrative form

metamodel together with an associated graphical modeling
notation and an execution semantics defining how BPMN
processes should be enacted. [40]

] The UML semantics is described in an informal manner [40]

UML have an abstract syntax textual notations

UML activity models is expressed in process modeling visual

E/I language, and allows to model enterprise from different
perspectives.
The UML class diagrams characterize the abstract syntax of the
language
B A BPEL process is described in terms of XM (eXtensible Markup | BPEL uses an XML-based syntax based on , o .
p Language) [35] XML BPEL s a_ct_l\_/ltle§ executed in order (workf_low): )
E depends to the activities of BPEL [35] eBne;spli:yactlvmes: invoke, receive, reply, assign, throw, wait,
L Structured activities Sequence, Switch, While, Pick, Flow,
Repeat—Until For-Each, If-Else.
;; 'g“ X . ’ . The basic component of process algebra is its | The different operators used in process algebras will be
] Operational semantics: ~ describes systems evolution in terms of | g niay a5 determined by the well-formed | described by relying on the so called structural operational
=7 :/aib\enlledftrar;?“?ntsi' rl: Isnrc;elérl:iviltyglose ;o%nfb;"am mnz‘alcmn;b?iset: combination of operators and more elementary | semantic (SOS) approach[41]. The various approaches are
fo?maﬂzact?on%uf :O%G ?mplem%ntatiinc;r;e;; as a mathematical terms. The syntax of_ a process algebrg isthe | CCS CSP and ACP
A denotational semantics: maps a language to some abstract set of rules that define the combinations of
model[28]. symbols that are co_nsu:lered to be correctly
Algebraic semantics: algebraic laws are the basic axioms of an structured programs in that language. [41]
equational system, and process [41]
BPMN provides a visual language in the form of 2. Syntactic: taking into account the types of
graphical notation for defining BPs in a diagram. BPMN modeling languages and language elements.
is a defacto standard language for describing BP, 3. Structural: taking into account the model
especially at the level of _domaln analysis and hlgh-le_vel structure. Erom this table:
system design. A growing number of process design, . Petri net has a simple structure and it is easy to

EA, and workflow automation tools provide modeling
environments for BPMN.

In computer science, the process algebras (or process
calculi) are a diverse family of related approaches for
formally modeling concurrent systems. Process algebras
provide a tool for the high-level description of

interactions, communications, and synchronizations
between a collection of independent agents or
processes[37].

F. Models Comparison

There are numerous BP model in the literature. To see the
similarities and the discrepancies we may use three
viewpoints in comparison.

1. Semantic: taking into account the meaning of
model and element labels and comments.

analyze, simple Petri nets are good for testing the model.
But low-level net is not suitable for performance analysis.
To enable this functionality, we need to use time and color.

. Petri net is a “graphical and mathematical tool of
modeling discrete event dynamic systems”[43]. which
applied in simulation of discrete-event dynamic systems.

. FSM are easy to understand by users and popular
and widespread tools it is suitable for describing reactive
behavior and dynamic systems and also used for
performance control services.

. UML Activity diagrams and BPMN are quite
similar technologies and they are suitable for static
modeling of BPs. But BPMN is more suitable and has much
more representational power, this is because UML covers
all layers of EA, while BPMN is specifically BP and
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simulation and for executing the process models themselves
by automating wherever it is possible the process steps. But
it gives a static image, or drawing, of BP without simulation
capability.

. UML is a visual language for OO modeling
approaches. It is particularly used in software modeling.
. UML helps model classes connections and shows

sequence flows, conditions of BPs in the enterprises.

. The strength of the BPEL is in the structure of its
process based on an XML for standardize the integration of
enterprise applications.

There are two kinds of models: Dynamic and Static,
most of currently used enterprise modeling technologies
can be considered as static. In real life scenarios BPs
are not static. That’s why demand for non-static models
appears. The reference [45][44] contains comparison
between static modeling and dynamic modeling:

Dynamic model facilitates the display of activities
and flow of events within a process. The advantage of
using dynamic modeling is that it enables the outcome
of a changed process to be evaluated prior to it being
implemented into the physical environment.

Static models have deterministic nature and are
independent of process sequence, it may depend on the
data collection and documents that are processed
during the flow of information.

—
Docasmet e
AnalysisLevel -——-f"
o.w.«..‘ fo—
. e
v
. P
Operaticnal i
Level ‘
A A ] A
Table Table 4
=

Figure 1 The architectural building blocks for a framework of unified
modeling.

_

The main advantage of using static modeling
technique is that it enables an in-depth understanding of
the process being modelled. This approach includes the
modeling of organizational structures, and of
information carriers like documents or the modeling of
relationships between business artifacts.

11l. PROPOSED APPROACH FOR MODELING DYNAMIC PRO-
CESSES

Enterprises either commercial businesses or
government organizations are faced with a range of
challenges recently. These challenges impact the
architecture of these enterprises, also contentious
changes in the environment such as changes in
economy, society, physical environment, economics,
culture and politics. For that reason, enterprises should

[1]
[2
(31

(41

be able to focus their attention on all those impacts and
finding ways to react a flexible way for the external
stimuli that appear in the form of business events. The
proposal is to extend the BP modeling approaches with
an organization and planning level according to
Zachman Framework [27] thereby an “analysis season”
is created beside the “design season” and “operational
season” [4].

In this approach, the data and business structure
(operational level and design level) is expanded with an
analysis phase (organizational and strategic planning
level). The proposed framework is exhibited in Figure 1.

The analysis level provides the chances to observe and
to detect business events that enforce changes in process
flow, documents and document flow. The impact of
business events influence both the structure of the work-
flow and the structure of document types.

The representation of BPs either in Petri-net or BPMN
can be perceived as a document in XML format [46][45]
[47]. The documents that are the media for data
collections, and the process models can be represented
using the concept of document types. The document types
can be described meticulously in a hypergraph. The
hyperedges can depict both the internal structure of
document and BP models. Predicates of Description
Logic and rules can be attached. to the intentional
documents and to the relationships between model BPs,
document types and documents [22]. The hypergraph and
related mathematical tools provide the chance to keep and
to enforce the consistency, integrity and compliance of
models.

IV. CONCLUSION

The document types hierarchy and some basic Petri-
nets described in XML are already represented in
hypergraph. The basic consistency checking already is
operational. The proposed formal modeling approach
seems promising as the primary results of investigation
and assessment that follows Design Research Science
method demonstrates. There are efficiency issues that
may be solved by other graph databases. The rapidly
evolving software environment enforces to upgrade the
underlying graph-database continuously and if the
database becomes obsolete then exchange it to up-to-date
graph-database that may provide representational
capability for hypergraphs.
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Abstract—In this article, the focus is on the different kind of
software solutions, how can a microcontroller increase the
fault-tolerance level of the embedded system. At the
beginning, it will be shown, the theoretical base connection
between fault, error and failure, the possible causes of
faults, fault tolerant solutions and fault tolerant software
solutions. In the realization part, it will be shown, how the
error-free running time and error detecting features can be
increase the robustness of the system.

. INTRODUCTION

Fault-masking architectures can be classified into
mainly hardware or software categories. Of course, neither
can stand alone. It is containing mainly the type of the
solution, which is in its name. The duplication of
frequently failing units (typically, power supply unit [1])
is the most common way to realize a hardware redundancy
[2]. In software solutions, there are the multiple execution,
the multiple measurements [3] and the majority voters as
the most common major categories.

From the foregoing, it seems, depending to what kind
of redundancy had been used, it has significantly impact
to system performance, required power, weight, price and
reliability. It is important to review the various methods to
assess — the perspective of — the possibilities how to
increase the reliability.

But first, let us declare the exact meanings the three
basic concepts, fault, error and failure. These concepts are
connected through causes and effects. The fault causes an
error, which is causes failure.

A. Fault, error and failure

The fault is the errors proven or suspected cause. In
case of a hardware component it could be short circuit,
connection cut or parameter changes listed here, while in
software case, it could be unexpected input combination,
staying in an endless loop, make an addressing mistake, to
mentioning only a few. An example, during
manufacturing an AND gate, and the surface of the
semiconductor had been polluted by a micro-sized dust
particle, the AND gate’s input may stay in high logic
level.

The error — caused by the fault — is already appears the
internal state of the device. [4] For example, if the AND
gate’s input gets a high logic level input voltage, the input
signal is the same as the stacked leg’s signal. If the input
signal changing — gets a low logic level — the change is no
longer transmitted through the input drive, and the AND
gate’s output will not change. That will cause an error in
the system.

A failure occurs, when the error gets out of the system’s
output. The gate’s output did not enforce in the logical
function, so it affected for the system’s output signals.
Thereby, the error gets out to the outside world and
become a failure. [5].

The three mentioned type of errors, appears in three
different level (Fig. 1.). The fault is inherently physical,
the error is modifying the internal state of the system, it’s
informational nature, and failure essentially affect to the
outside world.

Physical
Fault y
universe
Information
Error .
universe
. Outer
Failure .
universe

Figure 1. Three-universe

B. Causes of faults

The developing process of a device is starting with the
specification phase. If this is not successful, that will
cause a failure conception.

The formation of errors can be traced back to several
things, like external interference or the consequences of
the mistakes made during the design of the system or a
component. The fault will not come to the surface, even
during the examination of the final conformity test of the
finished product. The error only turns out during the
installation, operation and appears as a failure.

The topic of specification mistakes includes for
example not correct timing, conversion, leveling, etc.
between hardware or software modules.

The implementation mistakes may occurs when
specification is implemented into practice. Improper or
wrong component selection, not correct planning
decisions or mistakes in coding may be the root cause.

The component imperfection is the most common
source of fault. None of the components — neither from the
same type — are matching perfectly, because their
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parameters will may vary slightly. This can be easily
remedied with conscious design or with component
selection, however, the problems related to random
component failures are much more significant. Typical
causes are, for example, in case of microelectronic
components, — within the case — the rupture of the bonds;
metal corrosion; in case of electronic PCB’s, some
manufacturing imperfections or changes in the operating
conditions — operating in extreme conditions. The failure
type of component imperfection is also including the
failure due to aging of the parts.

Strong emphasis should be placed on the control of
external interferences. The foreseeing planning can give
the ability to control these unpredictable effects. It can be
classified into external interferences for example, the
electromagnetic interference, radiation, the mistake of the
operator, the result of a physical injury or environmental
extremity (vibration, temperature, dust, humidity, ...), etc.

C. Nature of faults

If it could understand better the root causes of faults,
then it could be developed improved procedures to
prevent their formation. But until this, it need to be
intervened after the appearance of an error, to maintain the
operation of the system. [6]

As a first step, it is needed to know the types of faults:
e Source of faults:

Specification mistakes
Implementation mistakes
External interference
Component imperfection
o Type of faults:

o Software

o Hardware

= Analog
= Digital

o Duration of fault:

o Permanent

o Sporadic

o Transient
o Expense of fault:

o Local

o Global
¢ Value of the fault:

o Determined

o Not determined

O
O
O
O

Very many fault combinations can be imagined based
on the upper — broadly — classification. It is not expected
to give a proper global solution for the problems. As a
result, many theories have been advanced for the
treatment of certain causes of errors.

The discussion of these is beyond the scope of the
article, but it will be appreciated that, it needs to correct
the relevant faults. After the exploration of the fault
possibilities, it need to analyze the probability of the fault,
and its consequences, and the resources spent for the
troubleshooting.

It is practical — if the conditions allowing it — to choose
the minimal hardware-intensive solutions, and prefer the
software solutions, especially in embedded systems.

D. Propagation of faults

Fault tolerance, fault avoidance, fault prevention and
fault masking is also a constructive technic, which can
increase the reliability of the devices. Fig. 2. shows the
application areas of the mentioned techniques.

Fault avoidance, fault prevention is the first defense line
to prevent the formation of faults. Several techniques can
be used, to increase the quality of the used components
and the applied technologies. The method is characterized
in that the disorder can be treated even before the
formation. For example: plan criticism by an outside
expert, using design practices to increasing reliability,
component selection, oversizing, testing, shielding, and
other methods to improve quality.

(=
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Figure 2. Preventing the spread of errors

The fault masking techniques are about to protect the
system from the evolution of faults become an error. [7]
When the fault has already occurred, fault masking is try
to eliminate the fault’s effect from the system — it does not
let the fault to step out from the physical universe. A
typical solution for a fault-masking system, is based on
majority voting, where several autonomous decisions are
made, and the result is given by the majority of voters. In
this example, if one of the participants generates incorrect
outcome, it becomes filter out, for this, it just need to be
compared with the results of the other participants. Thus,
the fault does not cause an error in the results.

The purpose of fault tolerance is to avoid faults, if the
fault evolved an error. In this case fault masking and/or
reconfiguration can be used. It can detect the error, then
find out the source of it and the defective item will be
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removed from the system and might set into operation a
new one. [8]

Il.  FAULT-TOLERANT SOLUTIONS

At the beginning of the fault tolerance history, the
usage of redundancy is always limited to physical
hardware solutions. The most common solution to realize
fault tolerance was to multiply the physical parts of the
device, but nowadays we have more sophisticated
solutions [9]. A redundant system — compared to simple
system — have added information, resources or time.

The following types of redundancies are available:

Hardware redundancy is when extra hardware is
added to the system, it is typically used for fault
detection and for fault tolerance. For example,
multiplication of modules.

Software redundancy means that, the added extra
software modules, giving the possibilities to
detect the faults — if possible, fix them —, next to
the default functions of the original software. For
example, timeout monitoring assigned to
waiting’s.

Information redundancy is the extra information
what is used to fault detection - if possible, fault
correction — which would not be necessary for the
default functions of the device. For example,
using error correcting bits.

Time redundancy is the extra time what is used to
fault detection and fault tolerance features. For
example, running identical calculations multiple
times and checking the consistency of the
outcome.

Whichever type of redundancy is had been used, the
costs will rise. When choosing hardware redundancy extra
parts are required, also the power needs, the size of the
device, and the cost of the development will increase
parallel [10]. If we using software redundancy, it also has
some effect to hardware redundancy, because we need
stronger processor and bigger memory capacity, more
time in developing phase, and so on. [11]

Ill.  SOFTWARE REDUNDANCY

Reliability can be increased by increasing the number
of the software segments. It need to be compare — with the
proper algorithm — these redundant software segments,
and calculate/chose the right result as a local output. This
result will be one of the input parameter of the next
software module. [12]

Input 1

Module 1 |~
Input 2 \\‘,/ \\ Output

Module 2 ———{ Voter |

o\
N

Input 3 ////

Module 3

Figure 3. Triple modular redundancy

A. Majority voters

Majority voters need to have at least three different
inputs. If two of the inputs are working properly, the voter
will give a correct result. So, the method can tolerate only
one malfunction. If more than one of the inputs gets a
false signal, the output of the majority voter will be
incorrect (see at Fig. 3.).

In software, there could run three different software
method in parallel. The results of these software methods
need to be compared by the majority voter. [13]

Majority voters are simple modules both is software
and hardware realization. Therefore, it has a fairly high
reliability compared with the other system modules. But,
if the voter gets out of order — single point of failure — the
whole systems operation becomes impossible. A solution
could be, if the voters are tripled, as showed in Fig. 4. By
converting functions as a sequence of sequential steps, and
by incorporating voters between each level, the reliability
of the system can be increased significantly [14]. This
way it is possible to stop the error near to the appearance
of the error, so it will not spread out to the other parts of
the system. Thanks to this, the system can tolerate
multiple errors if, they are appearing in different levels.

B. Software solutions

The advantage of the software solution — compared to
the hardware solution — is the flexibility, less parts
demand (against with a 32-bit long hardware voter),
resulting in lower consumption and cost. Although, the
algorithm requires only a small computing capacity, but it
is slower than the dedicated hardware, and in addition, in

Input 1 Input 2 Input 3

Module 1 Module 2 Module 3

Module 2 ule 3

) A

. T\ ,

[ Voter ( voter | [ voter

\I/ \I/ \I/
Output 1 Output 2 Output 3

l

Figure 4. Sequential triple modular redundancy



AIS 2017 « 12th International Symposium on Applied Informatics and Related Areas * November 9, 2017 « Székesfehérvar, Hungary

the case of independent systems, synchronization
problems need to be solved. [15]

C. Redundant measurements

However, many times (such as outputs of sensors), the
values are correct, but they are not exactly the same, they
differ within their accuracy. In a software solution makes
it easy to produce the correct output. [16] A delta
deviation is allowed for the measured values. If the
measured values are within the delta range (relative to
each other), it does not count as an error. But, in the case
of multiple parallel voters, it is necessary to ensure that
each of the voting outputs is exactly the same (bits are
exactly the same).

If delta tolerance is selected according to the powers of
two, then this method can be used for both hardware and
software voters if the LSB bits are omitted from the
comparison — with masking or shifting right the measured
values. [17]

Mean value voter gives a different solution for the
above-mentioned problem. It is providing the best result
for multiple — even with significantly different — inputs.
[18] As shown in Figure 5., the voter is selecting the
middle value. As long as, two signs out of three are
correct, the voter always choose the correct signal. The
principle can be applied to any voter with an odd number
of inputs.

In some cases, it makes sense to determine the output
value as a function of the input values. For example, if not
the middle value had been chosen — like in the mean value
voter — but calculates the currently expected output signal
based on the values of the inputs recorded at previous
times. [19]

IV. REALIZATION

If we use only one actuator, we cannot duplicate the
voters. Therefore, if possible and the nature of the process
permits, several interveners and a sufficient number of
voters should be used.

In our solution three digital temperature sensors output
values are used as the input signals of the system, three
voters had been applied, and three fan used as actuators. It
is shown in Fig. 6 and Fig. 7. Fig. 8. shows the flowchart
of the demonstration project.

Sensor value

Chosen  Chosen Chosen Chosen
value value value value
i i i i
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|
I I I
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- \\\
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Figure 5. Technological voter
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Figure 8. Flowchart of multiple majority voters
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c’ c c°

Figure 6. Operating plan of the multiple majority voter

Another solution — to show a robust solution — is if the
voting circuit had been left, and the interconnected system
of several interveners are used, which also performs the
voting task, in addition to the process control. This is
called as a technology voter (Fig. 9). The voting takes
place by serial parallel coupling of six FET’s. Technology
voting does not only have the advantages of increasing
reliability due to the lack of a voting circuit, but it can also
be used to replicate the interveners and to deal with errors
in them.

Figure 7. Realization of the multiple majority voter

11T

13T
TAT

Input 1

Input 2

Input 3

o
.

]
L

17T

13T
T5T

ouT

Figure 9. Technological voter

V. CONCLUSION

In this paper, is showed the theoretical base connection
between fault, error and failure, the possible causes of
faults, fault tolerant solutions and fault tolerant software
solutions. In a realization, it had been shown, a redundant
software block based system, with a reliable measurement
algorithm. By the mentioned solutions, the error-free
running time and error detecting features can be increased,
as showed in the implementation of the system. We
believe that the presented methods can be used in several
applications.
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Abstract: The authors have been teaching Digital Tech-
nology to full time and correspondent students for several
years. In recent years, the manufacturers provided newer
and more advanced solutions. At present, the users can get
around the physical building and actual checking of the
circuitry, as appearance of programmable logics opened
new possibilities for circuit design and testing. The appli-
cation of these novelties in the education might facilitate
both the practical and theoretical knowledge of the stu-
dents. In the present paper, in parallel with an electronic
university lecture learning material, the process of using
programmable logics in this special context was described.
The XILINX's free downloadable ISE WebPACK software
was used. Digital circuitries were edited with circuit dia-
gram editor or VHDL instructions, and the operation of
the circuit was simulated with ISE WebPACK software.

I.  CURRICULAR SUBJECTS
A) Digital Technology

Digital Technology is a basic subject for students in
electrical engineering, informatics engineering and
technical management as part of the core material.
Students in electrical engineering study Digital Tech-
nology 1. in the first semester for 4 credits with 2 lec-
tures and 1 lab practice per week, Digital Technology
[l in the second semester for 3 credits with 2 lectures
per week, then Digital Technology 111 with 2 lab prac-
tices per week.

Students in informatics engineering study the subject
as Digital Technology with 2 lectures and 2 lab prac-
tices for 4 credits in the second semester.

Students in technical management study the subject as
Analog and Digital Technology in the fourth semester
with 2 lectures and 2 lab practices for 5 credits.

The aim of the subject is to achieve all the basic hard-
ware knowledge required to design digital circuits. To
this end, students deepen their theoretical knowledge
through practical tasks. As lecturers, our goal is to
help the students to acquire the theoretical knowledge,
and to learn to use it through practical examples, like
the gradual implementation of the ISE WebPACK
program from XILINX environment.

B) Design of Digital Systems

Students in electrical engineering on Hardware spe-
cialization can take this course in the sixth semester.
The course consists of 4 lectures and 3 lab practices
for 8 credits. The goal of the course is to familiarize
the students with the building blocks of digital sys-
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tems, their uses, connections and diagnostic possibili-
ties. The design possibilities of modern circuits, the
basics of programmable logics, the analyzation of
possible starting points of specific tasks, and design
considerations are used. During laboratory practice,
students use and measure the possible solutions. The
main core of the course material is the detailed de-
scription of programmable logical circuits.

Il.  LABORATORY PRACTICE
A) Digital Technology lab

During laboratory practice, the students study the
operation of sequential and combinational logic cir-
cuits; the majority of the practice is the analyzation of
sequential logic circuits. Xilinx’s programmable
CPLD circuit (XC9572XL) (Figure 1.) was used built
into a specifically designed box (Figure 2). The sig-
nals can be measured on the pins, and can be moni-
tored with an oscilloscope. The students were capable
of carrying out tasks without the need of knowing this
specific programmable circuit.
Unfortunately, the following problems have arisen
with this device:

e Dbroken cables

e welding problems

e issues from multiple reprogramming
The replacement of the programmable ICs solved
some of the problems for a short period of time, but
has not meant permanent solution.

B) Design of Digital Systems lab

During these laboratory practises, students use the
same device as in the Digital Technology lab. Howev-
er, in this specific course, students not only analyse
the operation of programmed circuits, but create pro-
grams as well. Using the Xilinx’s ISE WebPACK
circuit diagram designer, students create various cir-
cuits. Then the complete circuits are uploaded into the
programmable ICs and the signals with an oscillo-
scope are measured. During the seminar, students get
a complex task that has to be evaluated at the end of
the term. The multiple uploads, unfortunately, also
caused malfunctions in the ICs.



AIS 2017 « 12th International Symposium on Applied Informatics and Related Areas « November 9, 2017 « Székesfehérvar, Hungary

Figure 2. A measuring device

I,  GOoALS

In both subjects, the major goal was to substitute the
classical measuring with simulations. The Xilinx ISE
WebPACK has a simulation module that can be used
for this purpose. However, the usage of the simulation
module requires a certain level of VHDL knowledge
that was integrated into the Digital Technology and
Design of Digital Systems labs.

In the case of Design of Digital Systems subject, an
electronic course material was also created by the
Authors, focusing on the VHDL. The students work
with the circuit diagram designer and the VHDL edi-
tor.

In the Digital Technology labs students analyse — with
the help of the simulation module — sequential and
combinational logic circuits designed in VHDL. In
this subjects, only the basics of VHDL are delivered,
to use the simulation module. The oscilloscope meas-
uring still remains part of the laboratory practises
besides the simulation.

IV. THE XC9500 FAMILY

This can be considered as the standard type of the
Xilinx’s CPLDs [1]. The components of the XC9500
family [2] essentially work in 5V TTL and CMOS
systems, but can be configured to provide and receive
3.3V signals. The highest system frequency of the
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device is 100MHz, and the pin-to-pin minimum delay
is 5ns. The XL types requires 3.3V power supply. The
input buffers fully accept 5V signals; the 3.3V output
signals in 5V systems correspond with the logical “H”
level that makes it possible to use it in TTL systems
without additional circuits. With the proper configura-
tion of the I/O ports the device is capable of working
in 2.5V environments. In this case the pin-to-pin delay
is still 5ns, but the system frequency can reach up to
222MHz. The XC9500/XL/VL family is industry’s
first CPLD device that builds upon a 5V FLASH
memory.

The XC9572/XL’s [3] features:

e 5ns pin-to-pin logic delays

e  System frequency up to 178MHz

e 72 macro cells with 1600 usable gates

e Available is small footprint packages

44 pin PLCC (34 user /O pins)

44 pin VQFP (34 user 1/O pins)

48 pin CSP (38 user 1/0 pins)

64 pin VQFP (52 user 1/O pins)
o 100 pin TQFP (72 user 1/0 pins)

e Optimized for high-performance 3.3V sys-
tems
o Low power operation
o 5V tolerant I/O pins accept 5V, 3.3V, and

2.5V signals
o 3.3V or 2.5V output capability
o Advanced 0.35 micron feature size
CMOS Fast FLASH™ technology

e  Advanced system features

o In-system programmable

o Superior pin-locking and routability with
Fast CONNECT™ II switch matrix

o Extra wide 54-input Function Blocks

o Up to 90 product-terms per microcell
with individual product-term allocation

o Local clock inversion with three global
and on product-term clocks

o Individual output enable per output pin

o Bus-hold circuitry on all user pin inputs

o Full IEEE Standard 1149.1 boundary-
scan (JTAG)

Fast concurrent programming

Slew rate control on individual outputs

Enhanced data security features

Excellent quality and reliability

o Endurance exceeding 10000 program/
erase cycles

o 20 years data retention

o ESD protection exceeding 2000V

O O O O
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Figure 3. Structure of the XC9500XL

V. XILINX ISE WEBPACK

The Xilinx ISE WebPACK (Integrated Software Envi-
ronment) is a free software developed by Xilinx for
their FPGAs and CPLDs [4]. It can be downloaded
from the company’s website [5]. The software con-
tains every tool needed for circuit diagram or hard-
ware description language based development. Digital
circuits can be created in the development environ-
ment as circuit diagram (Schematic) with the help of
the circuit diagram designer; or can be written in
hardware description language with the HDL editor.
Supported languages: Verilog and VHDL.

A) Circuit diagram based development

The goal is to make the circuit in the Xilinx ISE
WebPACK based on the circuit diagram, and to ana-
lyse it with simulation, with the help of a Schematic
file (circuit diagram) and a test bench file. The Sche-
matic file contains the circuit diagram; the test bench
file is necessary to run the simulation. After the instal-
lation, the development environment can be started
with the ISE Design desktop icon. After starting the
program, the orienting window appears (Figure 4).

S

Figure 4. The program’s starting window

The development environment organizes files into
projects. The first step is to create a new project. We

need to give the project a name and select a working
directory, and the description of the project is also
possible. In order to achieve a top level source, a cir-
cuit diagram based source (Schematic) has to be de-
fined. In the next step, the tool type and attributes
have to be defined. With this step, an empty project
has been created. Then a new source file to the project
is necessary. In the end, a circuit diagram designer
window appears, and followed by the creation of the
circuit diagram (Figure 5.). The symbols in order to
create the circuit can be found on the Symbols panel
(organized into categories). The user can also create
symbols. After placing the symbols, they can be con-
nected by clicking the pins. It’s a help with complex
circuit diagrams that pins don’t need to be connected,
it’s enough to name the cables. Pins on cables with the
same name are considered to be connected in reality.
After creating the circuit diagram, 1/O markers needs
to be defined. The program automatically names the
markers, but it’s a good practice to rename them. If we
receive a signal from outside port, or send a signal out,
then Buffers needs to be installed between the 1/O
markers and the circuit.

After finishing with the circuit diagram, it’s a good
practice to run a syntax check. If it finishes without
error, then we can compile the Schematic file into
VHDL source code to simulate.

Bl ga @ B B

T‘_Zl
FJKCP —
E p ”
LT . ] L
. T

penll 71 [T I7
Figure 5. Example of circuit diagram creation

B) Hardware Description Language (HDL) based
development

In order to test the circuitry within the HDL (VHDL),
the source file and the test bench file is needed. The
VHDL source file contains the code that describes the
digital circuit; the test bench file is necessary to run
the simulation.

The first step is to create a new project, and then to
add a new source file. This is the same as with the
circuit diagram designer, however, for a top-level
source type the hardware description language based
(HDL) source type needs to be selected, also the new
source file type is now HDL based (VHDL Module).
Adding a new source file, the New Source Wizard’s
Define Module window appears, where the ports of
the device have to be defined (Figure 6).
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Figure 6. Definitions of the JK flip-flop’s ports

After the appearance of the source editor window, the
VHDL source code can be inserted (Figure 7, a source
code describing a JK flip-flop).

library IEEE;
use IEEE.STD LOGIC 1164.ALL;
entity JK ff 74LS76A is
Generic (tpLHCLK Q : time := 20 ns;
tpHLCLK Q : time := 20 ns;
tpLHnPRE nCLR Q : time := 20 ns;
tpHLNPRE nCLR Q : time := 20 ns;
tsu CLK : time := 20 ns);
Port ( CLK : in STD LOGIC;
J : in STD _LOGIC;
K : in STD LOGIC;
nCLR : in STD LOGIC;
nPRE : in STD LOGIC;
Q : out STD LOGIC;
nQ : out STD LOGIC);
end JK ff 74LS76A;

architecture Behavioral of JK ff 74LS76A is

signal J act : STD LOGIC := '0';
signal K act : STD LOGIC := '0';
signal next_state : STD LOGIC := '0';
signal not next state : STD LOGIC := 'l';
begin
JK _ff : process(J, K, CLK, nCLR, nPRE)
begin
if NCLR = '0' then
if next state = '1' then
next state <= '0' after tpHLnPRE nCLR Q;
not _next state <= 'l' after tpLHnPRE nCLR Q;
end if;
elsif NPRE = '0' then
if next state = '0O' then

next state <= 'l' after tpLHnPRE nCLR Q;
not_next_ state <= 'O' after tpHLnPRE nCLR Q;
end if;
elsif J /= J act or K /= K _act then
J act <= J after tsu CLK;
K act <= K after tsu CLK;
elsif rising edge (CLK) then
if J act = '1' and K act = '0'
and next state = '0O' then
next state <= not (next state) after tpLHCLK Q;
not_next state <= not(not_next_ state)
after tpHLCLK Q;
elsif J act = '0' and K act = '1'
and next state = 'l' then
next state <= not (next_state) after tpHLCLK Q;
not_next state <= not(not_next state)
after tpLHCLK Q;
elsif J act = '1' and K act = '1' then
if next_state = '0' then
next state <= not (next state) after tpLHCLK Q;
not_next state <= not(not_next_ state)
after tpHLCLK Q;

else
next_state <= not (next state) after tpHLCLK Q;
not_next state <= not(not_next state)
after tpLHCLK Q;
end if;
end if;
end if;

end process JK ff;

Q <= next state;

nQ <= not next state;
end Behavioral;

Figure 7. Source code of a JK flip-flop

After writing the VHDL source code, the check of
syntax and the compilation is taken place.
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C) Simulation

view: () Il:\iflmplemenmﬁan @ Simulaﬁon The Operatlon Of
h, | - . . .

Bth = logic circuits that

& a2 has been created

& €2 xS 100051 either as circuit
N N

diagram or  with

& AddSource.. hardware  descrip-

2] Add C £ S .
(e e tion language can be

tested with the ISIM
simulator. In order
to achieve a simula-
tion, a test bench file has to be created, and then added
to the project. The test bench describes the signals sent
to each input. If the circuit contains clock signal, then
a clock signal generator processor has to be added to
the test bench file (Figure 9.).

—— Clock period definitions
constant CLE period : time := 10 ns;

Figure 8. Adding new
source to the project

—— Clock process definitions
CLK process :process
begin
CLK <= '0';
wait for CLK period/2;
CLE <= '1';
wait for CLE period/2:
end process;

Figure 9. Definition of clock signal

The input signals definitions should to be written in
the appearing editor (Figure 10).

—— #**#% Test Bench - User Defined Section #***
th : PROCESS
BEGIN
E <= '"1"';
RES <= '0"; wait for clk_period;
RES5 <= '1"; wait for clk_period;
wait for 2%*clk _period; E <= '0';

RES <= '0';

wait for clk perieod; E <= '1';
WAIT; -- will wait forever
ENLD FROCESS:;
—— #**#% End Test Bench - User Defined Section #***

Figure 10. Enter excitation of input signals

Before running the simulation, the setup of the simula-
tion process properties is required. This can be done
within the menu shown on Figure 11. The Simulation
Running Time is probably the most important proper-
ty.

After the clock signal and the input signal setup is
done, the ISIM simulator can be started. The most
important part of this is the waveform windows,
where the timing diagram of the circuit can be seen
(Figure 12.). The timing diagram describes the opera-
tion of the circuit shown on Figure 5.

Processes: D_ff_sync_clr_load_D_ff_sync_clr_load_sch_tb - behavioral

56
= ‘g‘ 1Sim Simulator 57 -
2  Behavioral Check Syntax 58

[Eim

Simulate Behavioral Model

£ Run

Rerun All
F{ Stop
Run With Current Data

2 l Process Properties...

Figure 11. Setup of the properties of the simulation
process
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Figure 12. Timing diagram of the tested circuit

VI. ELECTRONIC COURSE BOOK
A. Goals

There are many great literature of the subjects for the
students [6-8], albeit these references do not fully
satisfy our criteria in the curriculum. To this order, a
new course book will be made for the Design of Digi-
tal Systems subject. The book, additional to the theo-
retical material, would contain a good number of ex-
amples, to help deeper and practical understanding of
the subject. At the labs, unfortunately there is no time
to start from the basics, and there is a need for a
course book that the students can use to prepare in
advance. The simulation related parts of the course
book also can be used in the Digital Technology labs.
We aim to keep the theoretical descriptions at the
necessary minimum, because we want to emphasize
the practical examples.

B. The structure of the electronic course book

The course book is made up of 4 main chapters. In the
first part, there are theoretical descriptions, and the
second part would contain a good number of exam-
ples.

The first chapter would be a summary about pro-
grammable logics. The second chapter is the introduc-
tion of the Xilinx ISE WebPACK program suit, with a
detailed description from the downloading of the pro-
gram till its usage. In the third chapter would contain a
description about the VHDL. An extensive material
into the course book from the language elements to its
syntax has been incorporated. Here only some exam-
ples and program parts can be found. In the fourth
chapter, examples of combinational and sequential
logics are described. For every examples, only a short
description would be addressed, because those enrol-
ling the course already possess a certain level of Digi-
tal Technology knowledge (the successful completion
of the Digital Technology course is a requirement of
this course). After the description of the examples, the
description of VHDL would occur the test bench file
for the simulation, and the simulation result timing
diagram. These examples will help the students to
solve more complex tasks later. In most cases, the
whole test bench file is provided in order to use them
in Digital Technology labs. In the fourth chapter, we
added exercises after each topic that we would like to
give as homework to the Design of Digital Systems
course’s students. We discuss the solutions at the
laboratory practices. Later we plan to make the exer-
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cises’ solutions available to the students in electronic
format. Figure 13. shows a part of the course book.

EEGIN

-- be-, kimepatek megfaleltetéss

EINTITY ©b IS
END tb:

ARCHITECTIRE behavior OF th IS
-- példinyosicis
COMPOMENT Eelosss

or 20 n=;
ox 20 m=:
or 20 m=:

or 20 m=;

Figure 13. Part of the Design of Digital Systems
course book

C. Expectations, hopes

We hope that our course book will help the students to
gain the necessary knowledge in the subject. Of course
it would be impossible to include everything into one
course book, but we try to demonstrate the basics with
a great number of examples. Our goal always was to
help the understanding with as many practical exam-
ples as possible. This electronic course book was also
made with the same aim in mind. We hope that it will
live up to the expectations. Our future plan is to create
an online course in the subject.
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THE CLASSIFICATION OF THE APPROACH
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Abstract - From the viewpoint of any research  be found in the environment of the entrances or from the
the most essential characteristic of the caves are that colour usage fundamental information can be read onto
how easily are they passable, what kind of technical the environment of the entrance relevantly — type of the
equipment and preparedness need to being in service vegetation, steepness of the terrain based on the contour
in a cave. The existence of the map data and logistic lines, routes, glades and paths near the cave etc. Onto the
information are the fundamental information. From  detailed analysis of the approach of cave entrance these
this viewpoint the approach of the entrances has only information are not sufficient.

a secondary role. If a cave research needs a moving of From the viewpoint of any research the most
a lot or a heavy equipment, the approach of a cave essential characteristic of the caves are that how easily
entrance is not negligible. The numerical are they passable, what kind of technical equipment and
characterization of topographical and logistical preparedness need to being in service in a cave. The
parameters means an easy and quick solution for this existence of the map data and logistic information are the
problem. fundamental information. From this viewpoint the

| imagined the index-number (K), which approach of the entrances has only a secondary role. If a
expressed the difficulty of the approach of entrances cave research needs a moving of a lot or a heavy
as the sum of four parameters: distance from a beaten equipment, the approach of a cave entrance is not
road (Lh), elevation above a beaten road (Lm), negligible (Figure 1.).
steepness in degrees (M), vegetation covering (N). By
the calculation of the value K, | take into account the
Lm and M values with twofold weights, because these
two numbers are the most important terms of the
judgement of the difficulty level.

For testing the classification parameters | |
selected 39 caves, cave-like objects, tallus caves,
artificial caves and rocky shelters in the Velence Hills
(Pakozd, Sukoro6, Patka, Lovasberény, Pazmand).

I compared the difficulty level of the
approach of caves, which are in granite (Granite
rocks of the Meleg-hegy Natural Conservation Area,
Rocking stones of Pakozd Natural Conservation Area)
and in andesite (Quartzite rocks of Pazmand Natural
Conservation Area) in the Velence Hills.

The difficulty level of the approach of granite S 5.
caves is easy — medium (K=7), and by andesite cavesFigure 1. Transporting the Leica C10 Scanstation in thmdg6-arok
medium — troublesome (K=10). Neither at granite near Csesznek, in the Bakony Mountain
caves nor at andesite caves the distance from a beaten
road is not considerable (Lh<50 m). The elevation
value above a beaten road is small (Lm=0-10 m) by
both cave types. The steepness is medium by both cave
types (M=20-40°). The vegetation covering is not
significant by granite caves, but is very thick by
andesite caves.

Onto the case of granite caves | drew up the
content and formal requirements of the cave entrance
thematic map [1]. The cave entrance thematic maps make
possible to analyse the environment and approach of cave
entrances from the viewpoint of topography and logistic;
but their making is time-consuming and complicated in
some cases. The numerical characterization of
|. INTRODUCTION topographical and logistical parameters means an easy

Cave entrances constitute the part of the spac%nd quick solution.

which can be written down with topographical elements);. THE PREDICAMENTAL VIEWPOINTS OF THE

They are punctiform objects, which are shown on mapgppROACH OF THE CAVE ENTRANCES
with the Greek omega ) letter, as a symbol. The

symbols are often generalized, pushed away from thejr
real place, if map uncovering and plane drawing conten
make this necessary. From the map elements which ¢

Based on numerous field researches it is possible
develop a uniform system which can be applied to all
SRves. The predicamental system which was sketched by

-18 -
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me can be considered only for an initial solution of arable 1. The classification of the parameters, which are expressing the
long-term examination. With the increase of the numbefiificulty of the approach of a cave entrance

of the caves involved in the examination the L [m“]s I;f[m] ML N X
predicamental viewpoints can be refined. Other %é 5 £2 8
viewpoints may occur and may be it should be necessary , § s % 3| £ f‘; é 0 none 0-8 point,
to relocate the weights for the determination of the 2898 =i easy
definitive index-number. =25 | F2%

I imagir']e'd the index-number K), which T 050 0-10 020 rare
expressed the difficulty of the approach of entrances as ) 8-16 point,
the sum of four parameters: distance from a beaten roag?| 50190 10-30 | 20-40]  mediun} " dium
(Ln), elevation above a beaten rodd)( steepness in | 3| 100-200 | 30-50| 40-60 thick | 16-24 point,
degrees ), vegetation covering\). 4| 200- 50 - 60- | =¥ | troublesome

KEnt LotM+N 1)

The judgement of the vegetation covering is
. . based on subjective viewpoints and characterize the
By the calculation of the valug, | take into entrance only in a given year. It is necessary to measure

account theLn and M values with tWOfOI.d weights, the steepness with more occasions between the road and
because these two numbers are the most important ter% entrance, and the final parameter will be the

of the judgement of the difficulty level. This latter two arithmetic mean of the measured values. If it is possible,

Vftwr?g'ms ?re dlr;nnmtable\,/ smsg i\t/vih|le It 'ﬁ)lpotss'tkr)]lii t approach the cave on a road, the steepness must be
exte € road to the cave a S possibie 1o OYheasure on the last 10 meters stretch of the road, only

the vegetation with mechanical or chemical dev'cesbnceatime.

;tt)aepness and elevation are constant parameters (Figure The evaluation of the distance and elevation of
o the entrance from and over a beaten road, was based on
the estimation of the step number. It should be possible to
use a pedometer or an odometer, but | used a plainer
solution. The normal strideS{) of all men exists as the
function of his height. For my own height | defined this
so, that | walked along a 10 meters horizontal section ten
times, and averaged the results. My normal stride for
horizontal terrain and comfortable walking is 75
centimetres. The normal stride varies in the function of
the steepness, and it is important to know exactly this
variations, because the estimation of the distance of a
cave entrance from a beaten road depends on them [2].
The height of a stride depends on the length of a stride
and on the steepness of the terrain. | determined the
height of a stride with simple trigonometrical functions,
using the length of a stride and the elevation angle
(steepness). The Table 2. shows the length and height of a
stride for different terrains.

Table 2. The variation of the length and height of a stride

Length of a stride [cm] Height of a stride [cm]
Py T T T
£ 3| £33 ¢ 3| ¢
c
s 2 s &l £| 2 s
o =] ] =] [s) ] <]
7 © © ©
0 S S 75 [ 75 0 0
e : S : 5| 091.5] 097.5 | 68| 73 6 -6
Flgur 2. The entrance of some caves opens on very steep pl 40| 0815 | 0945 | 61 71 10 -12
(Polék-hegyi-élbarlang) 15 0.73'5 0.91-$ 55 68 15 -18
20| 0655 | 087-§ | 49| 65| 18 -24
. . 25| 0.58- 0.78 44 1 59| 20 -27
For the calculation of the single parameters I—5; 0.49_2 0.65_2 37 T 290 21 28
used numerical values uniformly from zero to four. It
makes possible the comparison between them. The Table Over 30°degrees steepness it is necessary to use
1. contains the parameters belonging to the indeXphe value calculated for 30°degrees steepness, except
numbers. vertical walls. In this occasion the horizontal distance is

zero, the elevation above the road must be measure with
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some other methods, for example estimation of the lengtiv. RESULTS
of a rope, trigonometrical height measurements etc. The Figure 3-5. are showing the parameters, which

calculation of the distance from a beaten road and thge gescripting the approach of the cave entrances. All
elevation above the road is based on the values in ﬂb%\rameters were rounding up according to the

Table 2. The result will be in meters, if we multiply the ,athematical rules, and are showing an averaged value
vglue (belonging to a _known steepnes.s). in centimetreg, e single natural conservation areas.
with the number of strides, and then divide it with one The approach of the caves in the Granite rocks

hundred. o steemmess _ of the Meleg-hegy Natural Conservation Area (Figure 3.)
L _ length of a stridejey, “number of strides is easy or medium (K=9). The distance from a beaten

q 100 road is not considerable (Lh<50 m), the value of the
anheigmofaSm-deﬂm"mknumberofsmdes elevation above a l_Jeaten roaq is medium (Lm=10-30 r_n),
Loy = Lem) (2) and the steepness is also medium (M=20-40°). Vegetation

100 does not cover the entrance of the caves.

lIl. THE CAVES USED FOR THE EXAMINATION .
Granite rocks of the

For testing the classification parameters | _
selected 39 caves, cave-like objects, tallus caves, artificial Meleg hEgy NCA

caves and rocky shelters in the Velence Hills (Pakozd,
Sukord, Patka, Lovasberény, Pazmand). The Table 3.
contains the cadastral number and regional position of the

caves involved in the examination. u

Table 3. Caves in the examination m
Velence Hills
Rocking stones of Pakozd Natural Conservation Area
Zsivany-barlang 4510-2 Osztott-barlang 4510-
512
GO6mb-I5 barlangja 4510- Teraszos-barlang 4510+
503 515
Haromszaju-barlang 4510-| Gomba-I barlangja 4510-
504 516
Iker-ké barlangja 4510- Rejtek-barlang 4510-
505 519 Figure 3. The difficulty level of the approach of the caves in the Granite
Kis-barlang 4510- Mohas-barlang 4510-| rocks of the Meleg-hegy Natural Conservation Area
507 524
Oroszlan-k 4510- Siklébsros-sziklaeresz 4510- The approach of the caves in the Rocking stones
tc)sa;giﬂ(gejfocks of thjjl\-lllelec hegy Natural Conservation E/)\?ga of Pakozd Natural Conservation Area (Figure 4') s casy
Béarcahazi-barlang 4510- Pafranyos-barlang 4510- (K_4.)' The distance from a beaten road. IS not
501 528 considerable (Lh<50 m), the value of the elevation above
Likas-k3 4510- Kérozsa-albarlang 4510-| a beaten road and a steepness is also negligible (Lm=0 m;
509 529 M=0-20°). Rare vegetation covers the entrance of the
Polak-hegyi- 4510- Cserkupacsos-barlang 4510 caves.
albarlang 525 532
Borja-volgyi- 4510- Diétas-barlang 4510-
albarlang 518 534 .
Réka-lyuk-barlang 4510- Cserepes-barlang 4510/ ROCklng stones of
520 535 4
Bujdosoé-barlang 4510- Tiborc-volgyi- 4510- PakOZd NCA
521 albarlang 536
Pdékhalés-barlang 4510- Tiborc-volgyi- 4510-
522 atjarébarlang 537
Szlnyogos-barlang 4510+
523
Quartzite rocks of Pazmand Natural Conservation Area
Hasadék-barlang 4510-1 Szedres-barlang 4510-
514
Pirofillit-banya 4510-3 Kokényes-barlang 4510
barlangja 517
Endrina-barlang 4510- Kuszoda-albarlang 4510-
502 526
Lapos-barlang 4510-| Pazmandi-sziklakapu 4510+
508 527 K=4
Maléza-barlang 4510- Csuzli-albarlang 4510-
510 530
Pilléres-barlang 4510- Gyumolcsoa- 4510- Figure 4. The difficulty level of the approach of the caves in the
513 albarlang 531 Rocking stones of Pakozd Natural Conservation Area

-20-



AIS 2017 « 12th International Symposium on Applied Informatics and Related Areas « November 9, 2017 « Székesfehérvar, Hungary

The approach of the caves in the Quartzite rocks of
Pazmand Natural Conservation Area (Figure 5.) is
medium (K=10). The distance from a beaten road is not
considerable (Lh<50 m), the elevation value above a
beaten road is small (Lm=0-10 m), the steepness is
medium (M=20-40°). Thick vegetation covers the

entrance of the caves.

Quartzite rocks of
Pazmand NCA

ot o8 N s 4
Figure 7. A typical andesite cave in the Quartzite rocks of Pa4zmand
Natural Conservation Area (Pirofillit-banya barlangja)

The elevation value above a beaten road is small
(Lm=0-10 m) by both cave types. The steepness is
medium by both cave types (M=20-40°). The vegetation
K=10 covering is not significant by granite caves, but is very

thick by andesite caves.

Figure 5. The difficulty level of the approach of the caves in theREFERENCES
Quartzite rocks of PAzmand Natural Conservation Area [1] Tarsoly P.. A DGPS-technika pontossaganak jellemzése a
; _ ; ; arlangkataszter, helyszinrajzok és térképezés pontossaganak
gilf?iLclL(altysls\}elglc\Jlf thL:eS aggrooiﬁlog?négvets :v?]:gﬁa;‘?e tir:]é;zempontjabOJ_ 'MKBT _ Vulkdnszpeleologiai  Kollektivajanak
h . ' évkonyve, Isztimér, pp. 63-79, 2012
granite (Granite rocks of the Meleg-hegy Natural
Conservation Area, Rocking stones of Pakozd NaturdP] Berg A.: ,Geographisches WanderbucfTeubner Verlag, Leipzig,
Conservation Area) and in andesite (Quartzite rocks df 304 1914
Pazmand Natural Conservation Area) in the Velence
Hills.
The difficulty level of the approach of granite
caves (Figure 6.) is easy — medium (K=7), and by
andesite caves medium — troublesome (K=10).

g

TR Y ey 2 - S L
Figure 6. A typical granite cave in the Granite rocks of the Meleg-hegy

Natural Conservation Area (Cserkupacsos-barlang)
Neither at granite caves nor at andesite caves

(Figure 7.) the distance from a beaten road is not
considerable (Lh<50 m).
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Abstract—It is considered in the work some problems and
perspectives Delcam CAD/CAM systems applying in
implant design and for its production on CNC machines.

. INTRODUCTION

The development and production of medical devices are
among the most intensively developing areas of scientific
and technical activity. They include the development of
new materials, design, Production and quality control
technologies. In the 21% century, medical science and
technology became one of the main driving forces of
modern technical civilization, gradually pushing
astronautics and becoming one with information
technologies, intensively developing in the last 30 years.
According to the forecasts of the British government, the
most popular specialists until 2030 will be bioengineers,
developing new medical products, and doctors using high-
tech methods of treatment [1-10].

A Dbig problem in the dental industry today in
Kazakhstan is a small number of large-scale scientific
researches related to the comparative analysis of whole
groups of medical products that are truly independent.

Analysis of the development of the Kazakhstan market
of medical products showed that the volume of the
domestic market of medical products increased most
intensively from 2006 to 2012, but it is significantly
inferior to the markets of leading foreign countries such as
Germany, Switzerland and Austria [2, 11, 12].

The main materials used for the manufacture of
implants are metal alloys (titanium, cobalt, stainless
steels), polymers and ceramics. Despite the intensive
increase in the use of polymers and ceramic materials in
implantable products, metallic materials retain their
leading role (about 60% of all implants). The share of
products made of titanium alloys can be estimated at about
28% [13-15].

Il.  THE GOAL OF THE RESEARCH

Medical implants are implanted in the body for the
purpose of prosthetics of damaged organs. As a rule, the
implant has a common basic construction that can be
presented in the form of a discrete size series to reduce
production costs, and a unique individual part whose
geometry is determined by the physical features of the
structure of the patient's body.

The initial data for implant design is obtained by
computer tomography of the patient. Detection and
analysis of violations is done by a doctor who decides on
prosthetics and together with a technologist builds a 3D

model of the implant in a specialized CAD system. The
finished result of the design is the CAD model of the
implant and the necessary tooling for its manufacture, as
well as the results of CAE-calculation of the stress-strain
state of the implant under the action of operational loads.
This approach allows to ensure the production of a quality
implant and positive results of prosthetics.

Implants are manufactured in various ways, including
plastic deformation from sheet blanks. This is due to the
fact that sheet constructions are easier and cheaper
(although in some cases they may not be sufficiently
hard). For the manufacture of implants, often use solid
sheet or perforated (such as "mesh") blanks of titanium
VT1-0, from which products with a complex spatial shape
are obtained by means of plastic deformation.

The goal of the research was to develop a technology
for designing and manufacturing implants of complex
spatial shape and specialized modules of integrated CAD
based on CAD / CAM / CAl Delcam systems designed for
calculating and constructing parameterized die tooling, as
well as designing the technology of its manufacturing on
CNC machines.

I1l. DEVELOPMENT OF METHODS FOR DESIGNING AND
MANUFACTURING IMPLANTS FOR MAXILLOFACIAL
SURGERY

As a rule, the implant and technological equipment for
its manufacture can be divided into two components: a
universal and individual for each patient part, therefore the
technology of computer-aided design should be designed
for the production of both these parts. Tools can also be
used in the process of manufacturing implants from sheet
blanks on which the plastic deformation of the workpieces
is carried out manually, by punching with polyurethane or
in a combined method with manual finishing.

The model for the shaping of the implant blank by
plastic deformation also consists of an individual patient
shape part providing for the qualitative positioning and
fixing of the implant on the jaw and a base with a uniform
shape for installation in a container with polyurethane.
The unfolding of the implant's blank should be located in
the container and therefore determines its transverse
dimensions.

Let’s consider the process of designing an implant
using a specific example. The initial results of the
tomography and the shape of the implant were provided
by our colleagues from the Kazakh National Medical
University. The CAD model of the part of the implant in
place of the lost part of the bone for osteosynthesis in the
maxillofacial surgery is shown in Fig. 1.
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Figure 1. The CAD model

The method of constructing the surface of the implant
should be universal and allows for the possibility of
adjusting the shape. We developed a generalized
algorithm using secant planes, which makes it possible to
obtain an array of implant cross sections by planes
perpendicular to its generatrix. The number of cutting
planes depends on the accuracy of the design, but too
many of them can lead to a decrease in computer
performance. The presence of sections provides the
possibility of correcting the profile of the implant with the
subsequent construction of its surfaces, taking into
account the shape of the jaw bones and the thickness of
the sheet blank, as well as the surface of the template for
its preparation. It should also be noted that the surface of
the template differs from the desired shape of the implant
due to the fact that in the process of spatial deformation,
the titanium blank is springing.

Figure 2. 3D model

Implant construction begins with the initial model
obtained as a result of processing the patient's tomogram
importing into the CAD system of PowerSHAPE. The
resulting CAD model is a copy of the original 3D model
and is suitable for further technological development.
Then, on the jaw, parts of the surfaces are identified, to
which the surfaces of the leaf implant will adhere when it
is installed. The edges of the implant must therefore
conform to the surfaces for the secure attachment of the
implant to the bones of the jaw. It is necessary to add
supplements both the ends along the length and the lateral
generatrix of the implant to design contiguous surfaces.
The first constructive supplement along the length ensures
the placement of the implant over fragments of the bone
for fastening with screws, and the second is needed for

designing the model to avoid overhanging the workpiece
over its end edges. Subsequently, the technological
allowance along the lateral generatrix of the workpiece is
cut off during the finishing of the product.

At the next stage, a set (array) of cutting planes is built
along the entire body of the implant, and one of the lateral
generatrixes of the implant base is used as the guiding
curve for their construction (Fig. 3).

Figure 3. A set (array) of cutting planes is built along the

The surface ofttieepratieisraizplaced equidistantly to
take into account the thickness of the sheet. In addition to
adjusting the shape of the implant, the use of cross-
sections makes it possible to calculate a sweep to obtain
the shape of a flat sheet blank (Fig. 4). By adjusting the
array of sections of the template, it is also possible to
compensate for the spring of the workpiece during the
stamping process.

Figure 4. The surface of the implant

The process of punching a sheet blank also requires the
creation of a transitional section with a round at the base
on the model. As a result, we designed a ready-made
model for the manufacture of a sheet implant, the base of
which is designed for a universal container for the
formation of a polyurethane implant.

It was modeled in the CAE system of Abaqus Student
Edition to determine the loads acting on the implant
during operation (during chewing). We used elements of
the linear order type C3D8H contained in the standard
library, from the category of 3D Stress to sample the
volume and calculations that is working in all three
directions in terms of their volume in a hybrid
formulation. The mesh was uniform in length and
thickness of the plate. Several variants of external loads
have been modeled, including loads that arise when
chewing both the intact and the prosthetic side of the jaw.
Numerical analysis showed that the equivalent stresses
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arising in the implant in the places of its fixation with
screws are close to the ultimate strength of the titanium
alloy. The increase in the number of points of attachment
of the implant due to the addition of a second row of
screws allowed to reduce the load to acceptable levels for
bone and implant material.

IV. DEVELOPMENT OF CAD HARDWARE FOR THE
MANUFACTURE OF IMPLANTS BY PLASTIC DEFORMATION
ON THE BASIS OF THE CAD-SYSTEM POWERSHAPE

It has been developed CAD Kazlmplant in C # .NET
language to automate the construction of stamp
equipment, which is integrated with the CAD system of
PowerSHAPE and performs 3D-constructions in it on the
base of parametric models of stamp details. Integration is
provided by using the library of API functions. It was also
additionally used the specially developed library of
functions, which is a superstructure over macros and
implements work with objects in PowerSHAPE to build
3D models of stamp details. The main window of the
developed CAD Kazlmplant is shown in Fig. 5.
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Figure 5. The main window of the developed CAD
Kazlmplant

The parametric model of the tooling allows to
arbitrarily changing the dimensions of the elements,
preserving the configuration and integrity of the design by
specifying the dimensional relationships (dependencies) of
the variable parameters from several basic ones. The
values of the basic and variable parameters can be stored
in the database or set during the construction process by
the user.

The details of the parts are stored in the database. The
peculiarity of the application is that the user interface is
dynamically formed depending on the type of product that
we want to design, so it must be selected before working
with the application, after that the user interface will show
a drawing of the longitudinal section of the die tooling, as
well as lists of parts and their parameters. Lists of details,
parameters, as well as a list of types of projected products,
are downloaded from the database. After setting the values
of all necessary (basic) parameters and clicking the Build
button, the algorithm for calculating the geometric
dimensions of the parts is started, and the application
builds the product in the PowerSHAPE environment in the

automatic mode. The results of the CAD Kazlmplant are
shown in Fig. 6.
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Figure 6. The results of the CAD Kazlmplant

We demonstrate the capabilities of the impCAD
module in the example of manufacturing a designed
model (a deforming tool for die tools) for the manufacture
of implants.

The process of designing a product processing
technology in the CAM system is based on the use of a
universal visual interface and macros. The purpose of this
work was to simplify the interaction of the technologist
with the CAM-system and save his time in performing the
same procedures by creating a specialized visual interface
directly for this type of parts.

The created impCAD module can directly access the
CAM API of the PowerMILL system and, with the help of
macros, perform the necessary work on the development
of control programs for CNC machines (Fig. 7).

Figure 7. The results of the CAD KazIlmplant

The advantage of impCAD is the ability to transfer
technological data, in particular tool parameters, data on
processing modes, workpieces, surfaces, etc., to an
external database. With this approach, CAD can become a
part of an enterprise PDM-system, which also includes an
expert system.

Integration with the CAM system of PowerMILL was
realized with the help of the PowerSolution
DOTNetOLE.dIl. Macros were used to invoke
PowerMILL functions, as well as PowerMILL dialog
boxes. The structure of an external database for storing
technological information has been developed and
partially implemented. The application is written in
VB.NET.
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The control program can be transferred to the CNC
machine after the process is formed in the impCAD
module.

The working tool-model, the manufacturing technique
of which was developed in CAD on the basis of
PowerMILL, is made of fluoroplastic on the machine tool
with CNC HERMLE C40U. The rest of the parts are made
on a lathe. The matrix is made of polyurethane.

The manufactured universal die tooling for
manufacturing implants from sheet blanks by plastic
deformation with polyurethane was installed on a
hydraulic press with a force of 20 MN (Fig. 8). In the
container was placed the lower punch, polyurethane
matrix, on which the workpiece cut out along the contour
was installed, the model and the upper punch were placed
on top. Then the upper punch was loaded with a
technological force and deformed the workpiece with
polyurethane on the model. Since the model was made of
fluoroplastic, to reduce the workloads while working out
the technology of obtaining the implant model, we used
billets of sheet copper M1 0.2 mm thick, and as an elastic
matrix - foamed polyurethane. The obtained samples are
shown in Fig. 8.

Figure 8. The obtained samples

The experiments showed that the inner surface of the
implant fully corresponds to the model, while the outer
one requires manual adjustment or correction of the
deformation scheme. In general, this technology can be
used to produce sheet implants with a complex spatial
shape.

V. CONCLUSION

Thus, based on Delcam's PowerSHAPE and
PowerMILL products, the technological process of
designing and manufacturing implants from sheet blanks
was developed and experimentally tested. This process is
promising for expanding the nomenclature of implants
from sheet blanks with increased mechanical properties
and thickness to provide a more rigid structure for
connecting damaged bone sites. Preliminary preparation
of such implants will significantly reduce the time of the
operation. At the same time, design automation makes it
possible to more accurately and quickly design and
manufacture implants of the required spatial shape. An
organized treatment conditions based on the clinical
conditions and desires of the patient is very important to
achieve predictable results with implantable prosthesis.

Saving the natural teeth and fabricating application. The

dental surgeon must familiarize himself with precision.
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Abstract—The paper presents an approach for software
development based on patterns. On one side, these are
patterns in the role of best practices for software
development on the other — patterns as bad solutions that
must be avoided. Refactoring is a general way to transform
a bad solution in a better one. This is a process of source
code restructuring with the goal to improve its quality
characteristics without changing its external behaviour. In
refactoring we replace one software solution with another
one that provides greater benefits: code maintainability and
extensibility are improved, code complexity is reduced. The
developed approach is implemented in software system that
can be successfully used both in the real software
engineering practice and in software engineering training
process.

Key words—Software Refactoring, Software Design Pattern
Generation, AntiPattern Identification

. INTRODUCTION

The paper proposes an approach for software
development based on both: Anti-Patterns detection and
Design Patterns identification and generation. The
presence of Anti-Patterns and Design Patterns is
recognized as one of the effective ways to measure the
quality of modern software systems. Patterns and
AntiPatterns are related [1]. The history of software
production shows that Patterns can become AntiPatterns.
It depends on the context in which a Pattern is used: when
the context become inappropriate or become out of date
than the Pattern becomes AntiPattern. For example,
procedural programming, which was Pattern at the
beginning of software production activity, with advances
in software technology gradually turned into AntiPattern.
When a software solution becomes AntiPattern, methods
are necessary for its evolution into a better one.
Refactoring is a general way for software evolution to a
better version. This is a process of source code
restructuring with the goal to improve its quality
characteristics without changing its external behaviour. In
refactoring we replace one software solution with another
one that provides greater benefits: code maintainability
and extensibility are improved, code complexity is
reduced ([2]+[10]).

Based on the approach proposed a web system was
developed. The system can be used as instrumental tool in
the real practice of software production as well in the
teaching process - to support several software engineering
disciplines in “Software and Internet technologies”
Department of the Technical University in Varna. The
final effect of its application is to improve the software

quality. It relies on techniques that generate the structure
of Software Design Patterns, find AntiPatterns in the code
and perform Code Refactoring.

Next section of this paper comments the structure and
the basic components of the proposed approach. After, the
software implementation of the approach is discussed; the
system’s architecture and the basic structural elements are
presented.

Il. APPROACH FOR SOFTWARE
DEVELOPMENT BASED ON PATTERNS AND
REFACTORING

The general structure of our approach is presented in
figure 1. It takes as input the software source code that has
to be refactored. The output is refactored code. The
approach relies on accumulation of knowledge about the
best practices in programming so “Accumulation of
Knowledge” is one of the processes that are performed in
parallel with other processes. The refactored code is result
of "AntiPatterns Identification and fixing™ and "Design
Patterns Generation". Before generate Design Patterns it is
necessary to analyze the code with the goal to find Design
Patterns candidates. The proposed approach comprises the
following main component:

A. Accumulation of Knowledge

Aims to provide information on design patterns and
AntiPatterns. It contains information about creational,
behavioral and structural design patterns and software
AntiPatterns in software development and software
architecture. Describe the problems that each design
pattern solves, the advantages that it provides and the
situations in which it is used. For the AntiPatterns - the
nature of the problems and possible options for their
avoidance are described.

B. Design Pattern Generation

Provides  functionality = to  generate  sample
implementations of the design patterns structures; basic
elements and relationships between them are generated,
it’s not implementation of the solution of specific
problem. To generate a template user must select
appropriate names for key elements. Appropriate names
for the key elements must be given by the user, in order to
generate a pattern.

C. Refactoring Component:

Provides methods for automatic code refactoring. The
code is supplied as input of any method, as for inputs are
accepted only properly constructed classes. Each method
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performs the appropriate changes and returns the modified
code as a result.

D. AntiPatterns Identification and fixing

Provides methods for code analysis. The code is
supplied as input of a particular method and as result of
code analysis the poorly constructed sections of code are
colored. The colored code should be rewritten in order to
increase its readability and maintenance.

E. Design Pattern Identification:

Provides methods to examine source code and to
identify candidates for design patterns [6]. This
component is still under development. Our detection
strategy is based on the code inspection. Extensive
research has to be conducted to develop techniques to
automatically detect candidates of DP in the code.

Source Code

> Design Patterns Identification

 AntiPatterns Identification and ﬁxing)

( Design Pattern Generation )

--l

Figure 1. General structure of the approach for software development
based on Patterns and Refactoring

1.  SOFTWARE IMPLEMENTATION OF THE
APPROACH

Based on the approach proposed a web system was
developed. The basic structural elements of the web
system are presented in figure 2.

A. Main Page:

It aims to present the different sections of the system
with a short description and redirect the user to any of
them.

B. Encyclopedia:

It aims to provide information on design patterns and
AntiPatterns. It consists of two parts: menu type accordion
and informative part. The user can select from the menu a
concrete DP or AntiPattern. When you choose a concrete
pattern then the information about it is displayed in the
informative part. The section describes the problems that
each design pattern solves, the advantages it provides and
the situations in which it is used. For AntiPatterns — their
nature and options to be avoided are described. This
section is realized as one page with dynamic content that
is changed through asynchronous AJAX requests to the
server.

C. Design Pattern Generation:

This section offers functionality to generate sample
implementations of the structure of the design patterns.

The user chooses a type of pattern, inputs its parameters
and click button "Generate". The generated code is
displayed below the form. An example of design pattern
(Template Method) generation is presented in figure 3.

Design
Patern
o i AnfiPattern
Encyclopedia :
Fefactaring
Creational
Design
Fattern Structural
Generation
Behavior
“Inline
“Extract )
Method” methad
“ReplaceTemp
with Cuery”
MainPage Refactaring
“Encapsulats
Field"
“Replace Magic
Humber with
“Heplace Symbolic
Constructar Constant”
“Self rlt]h F r?ftl'o'w
Encapsulate | Ad=thoc
Field"
“Duplicated
code”
AntiPattems -
Idertification
“Too many
parametersina
method”

“Complicated If's”

Figure 2. Basic structural elements of the web system

D. Refactoring:

This section provides 8 methods for automatic code
refactoring: “Extract Method”, “Inline method”, “Replace
Temp with Query”, “Encapsulate Field”, “Replace Magic
Number with Symbolic Constant”, “Replace Constructor
with Factory Method” and “Self Encapsulate Field”. Each
method performs the appropriate changes of the code and
the modified code is returned as a result. 8 refactoring
methods are provided by the tool. In the left section of the
refactoring window (figure 4), the user puts the code,
which must undergo refactoring. After entering the
necessary parameters the user has to press button
"Refactor". The refactoring code is displayed in the right
pane.

E. AntiPattern Identification:

This section offers methods for code analysis with the
goal to detect AntiPatterns (“Duplicated code”, “Too
many parameters in a method”, “Complicated If’s”). The
code is supplied as input to each method, which analyzes
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and paints the poorly constructed code sections. Then
poorly constructed pieces of code must be rewritten to
improve code readability and maintenance. Selecting a
method (for example “Duplicate code”) a page for
entering the code for analysis is visualized. After entering
the necessary input data the user must press the button
"Identify”. The program will process the code and will
paint the problematic code parts in red (the result is shown
in the right section — figure 5).

Templates  Refactoring  Identification

Code Patterns Wiki

Generate Template Method

Enter a name for the Abstract Class.
EducationalOrganization

Enter the names of the derived Classes, separated by a comma.

University, School

Generate

1l Abstract Class
public abstract class EducationalOrganization
{
public abstract void PrimitiveOperation1():
public abstract void PrimitiveOperation2(;

I The "Template method”

public void TemplateMethod()

{
PrimitiveOperation?();
PrimitiveOperation2();
Console.WriteLine(";

i

i

Il Concrete Class
public class University : EducationalOrganization

Figure 3. Template Method generation

Encapsulate Field
Enter the code for refacoring, Mark the begining o the fie t encapsuate with "/#" and the ending with "/
public dass Example
{ public void Method2)
Iizpublic string name:£ {
public string phone:
private string details;

Consale.yritelinername: '+ amef:
Consale.yriteline(phone: "+ phenel;
Consaleritelinef*detaiks * + detalsk

public void Method1)
N string qualifications = **;
Consoe WriteLingname: " - namel: PrinQualficprsiquaifications;
CorsoleiriteLinef"phone: * + phone): i
Console WiriteLing{"details: * + detailsk:
public void PrintQualificativasistring qualifications)
string qualifications == 1
PrintQuaifications(qualficationst Console WriteLine("gualifications: * # qualifications):
1
public string Name{ get set: }

public void Method2()

Refactor

Figure 4. Refactoring window - method “Encapsulate Field”

Duplicate Code

Enter the code for analysis.

public class Bxample public class Example
{ {
public string name;
public string phane;
private string details;

public string name;
public string phone;
private string details;

public void Method1{qualifications) public void Method1(qualifications)

{ {
Console.WriteLine["name: " + namej; C & "+ namej
ConsoleWriteLing("name: " + name}: £ " + namej:
Console Writeline"phone: " + phone}:
Console WriteLing("details: " + details);

string qualifications ="";
PrintQualificationsiqualifications); Print
H 1

nuihlir wnid Methard2n

e WriteLine

Figure 5. AntiPattern Identification window - “Duplicate code”
identification

IV. CONCLUSIONS AND FUTURE WORK

The practical application of the developed software
model in the practical exercises on the course “Computer
Organization” has led to the following conclusions:

An approach for software development based on
AntiPatterns detection and Design Patterns identification
and generation is proposed in this paper. It relies on
techniques that generate the structure of Software Design
Patterns, find AntiPatterns in the code and perform Code
Refactoring. Refactoring increases the software quality, it
is a general way for software evolution to a better version.

The developed approach is implemented in a software
system that that already has been applied in software
engineering teaching process but could be also used in the
real software engineering practice. It relies on the
realization of 4 main sections: educational section that
gives information on design patterns and AntiPatterns;
Design Pattern generation section that offers functionality
to generate the structure of 26 design patterns (Creational
DP, Structural DP and Behaviour DP) in C#; AntiPattern
identification section that at this time provides realization
only of 3 methods for AntiPatterns detection; Refactoring
section that provides 8 methods for automatic code
refactoring. Each method performs the appropriate
changes of the code and the modified code is returned as a
result.

Our work associated with the approach presented and
the system developed is still in its initial phase. We plan to
add new patterns and AntiPatterns in encyclopaedic part.
Support for languages other than C# can be provided by
the Design Pattern generation Component. Future work is
needed to implements more refactoring, AntiPattern and
design pattern generation methods. In this time “Design
Pattern Identification” section is only sketched and has not
been studied and fully developed. So, we plan quite
extensive research for the future implementation of this
section.
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Abstract—In August 21. 2017 a total solar eclipse was visible
across the United States. | registered the changes in light,
temperature, air pressure and relative humidity changes
during the eclipse. In the followings | shortly present the
device and the results as well.

l. INTRODUCTION

On Aug. 21, 2017, skies darkened from Lincoln Beach,
Oregon to Charleston, South Carolina. The event was the
first total solar eclipse visible from coast to coast across
the United States in 99 years. A total solar eclipse occurs
when the shadow cast by the moon is sweeps through the
surface of the Earth (Figure 1.). Seeing from Earth, the
disk of the moon appears to completely cover the disk of
the sun in the sky. During a total solar eclipse, the sun's
tenuous outer atmosphere, the corona, becomes visible.

Figure 1. The globe view of the path of totality for the August
21, 2017 total solar eclipse.
[Image Credit: NASA’s Scientific Visualization Studio]

My goal was registering and analyzing the changes in
the environment conditions, namely the changes of light,
temperature, humidity and atmospheric pressure during
the eclipse. For this purpose | designed an ARDUINO-
based device.

II.  THE ARDUINO FAMILY

Arduino is just one small part of the single-board
computing (e.g. Raspberry Pl among many others) and the

world of embedded electronics and DIY (Do It Yourself)
technology. Some selected resources: [1] — [22].

Arduino was named after a bar frequented by students
at the Interaction Design Institute in the northern Italian
city of Ivrea. The bar was named for an Italian King,
Arduin of Ivrea, who briefly ruled Italy around 1000 CE.
The word ”Arduino” roughly translates to “strong friend.”

Arduino is:

e an open-source electronic prototyping platform
based on flexible easy to use hardware and
software, that was designed for artists,
designers, hobbyists, hackers, newbies, or
even professionals, and anyone interested in
creating interactive objects or environments.

o consists of both a physical programmable circuit
board (often referred to as a microcontroller)
and a piece of software, or IDE (Integrated
Development Environment) that runs on our
computer, used to write and upload computer
code to the physical board.

There are many varieties of Arduino boards that can be
used for different purposes. The term "ARDUINO" refers
to a whole family, see TABLE I. below.

The boards differ in sizes and shapes as well as

TABLE I
ARDUINO MEMBERS

General purpose ARDUINO boards

MCU only boards
Combined MCU / MPU boards

Special purpose ARDUINO boards

ARDUINO Esplora
ARDUINO Robot

ARDUINO compatible boards

Intel Galileo, Gen 2
Intel Edison

ARDUINO shields

Ethernet, WiFi, GSM, Motor, Relay and others

capabilities. Some are credit card sized, others just a tiny
stripe, or even round for fashion designers. (The LilyPad
line of wearable Arduino boards feature large, sewable
tabs for connecting project with conductive thread, and a

distinct lack of corners so they don’t get caught up in our
fabric.)
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Most Arduino boards built around an ATmega
microcontroller unit (MCU), which is like a complete
computer. It has CPU, RAM, Flash memory, A/D
converter, and input/output pins, all on a single chip. It is
designed to attach all kinds of sensors, LEDs, small
motors and speakers, servos, etc. directly to these pins,
which can read in or output digital or analog voltages
between 0 and 5 volts. Its wide voltage tolerance and low
power consumption makes it perfect for the Arduino.

Arduino can interact with buttons, LEDs, motors,
speakers, GPS units, cameras, the internet, and so on. This
flexibility combined with the fact that the Arduino
software is free, the hardware boards are pretty cheap, and
both the software and hardware are easy to learn has led to
a huge variety of Arduino-based projects.

A. Some special ARDUINO terms

e shield: Arduino shields are modular circuit
boards that piggyback onto Arduino to expand
with extra functionality.

e sketch: Arduino programs are called sketches.
They are usually written in C++.

B. ARDUINO programs

The structure of the sketches is very simple. It consists
two parts: setup and loop.

e setup: It is called only once, when the Arduino is
powered on or reset. It is used to initialize
variables and pin modes.

e loop: The loop function runs continuously till the
device is powered off. The main logic of the
code goes here. Similar to while (1) for micro-
controller programming.

The Arduino connects to the computer via USB, where
we program it in a simple language (C/C++) inside the
free Arduino IDE (Integrated Development Environment)
by uploading the compiled code to the board. Once
programmed, the Arduino can run with the USB link back
to our computer, or stand-alone without it — no keyboard
or screen needed, just power.

Ill.  THEDEVICE

For logging the data measured during the total solar
eclipse | used the following components:

e ARDUINO Uno R3 hoard (Figure 2.)

e XD-05 Arduino Data Logging Shield Module
(Figure 3.)

¢ YUROobot Easy Module Shield v1(Figure 4.)

e BMP-280 Barometer Atmosphere Pressure
Sensor module (Figure 5.)

e VK2828U7G5LF GPS Module (Figure 6.)

A. The ARDUINO Uno R3 board

The ARDUINO UNO R3 is a General purpose MCU
only board. The heart of the board is the Atmel AVR
ATmega 328.The ATmega328 on Arduino Uno contains a
modified Harvard architecture 8-bit RISC processor as
well as a block of flash memory, multiple timers, analog-
to-digital converters and PWM generators, all packed into

that one little chip. (The R3 refers to the development
phase of the basic ARDUINO bhoard.)

Figure 2. The ARDUINO Uno board used in the project

B. The XD-05 Arduino Data Logging Shield Module

This shield has a RTC (Real Tim Clock) module and a
SD card module. In addition to, there is an empty space
for prototyping. The main features:

- RTC with battery

- Realtime reading

- SD card interface

- Could save data to any FAT16 / FAT32 SD card
- 3.3V level transmit circuit

000000000100000000

Figure 3. The Data Logging Shield

C. The YURobot Easy Module Shield v1

This shield integrates various module functions and we
can directly program to complete the experiment without
welding and coping jungle of cables.

Board Features:

— Two pushbuttons

— Two channels LED module (a Blue and a Red LED
— Full color LED module (one RGB LED)

— Infrared receiver module

— Brightness sensor module (CdS Photorezistor)

— LM35D temperature sensor module

— Passive buzzer module

— Rotary potentiometer module

— DHT11 temperature and humidity sensor module*
— One 12C interface (SDA A5, SCL A4)

— One TTL serial port

— Two channel digital quantity port (D7, D8)

— One channel analog port (A3)

— Reset button

! The DHT-11 Digital Temperature and Humidity Sensor is laboratory
pre-calibrated, and uses Single-wire communication
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Figure 4. The YURobot Easy Module Shield v1

D. The BMP-280 Barometer Atmosphere Pressure
Sensor module

This module has two sensors, one for temperature and
another for barometric pressure, and can even be used in
both 12C and SPI. (SPI = Serial Peripheral Interface is a
synchronous serial data protocol used by microcontrollers
for communicating with one or more peripheral devices.)
The sensors are very precise: measures barometric
pressure with £1 hPa absolute accuracy, and temperature
with £1.0°C accuracy. Because pressure changes with
altitude, and the pressure measurements are so good, we
can also use it as an altimeter with £1 meter accuracy.

Figure 5. The BMP-280 module

E. The VK2828U7G5LF GPS Module

I used this GPS module for obtaining the precise
geographic coordinates (latitude, longitude and altitude)
and the time of the observation.

[Ten |[on0 ][R EEJLVCC “;PS_]
7\\\1\ il /

EE"‘E !
i
1

- VK2828U7G5LF
- §/N:1501U01535

Figure 6. The GPS module

The GPS module communicate with the ARDUINO via
serial port.

IV. COMPLETING THE HARDWARE

Although the Data Logging and Easy Shield modules
match perfectly to ARDUINO as a piggyback device
using pins and headers, completing the device still needed
some wiring and other considerations. The BMP-280
module uses 12C, so | connected SDA to the A4, the SCL

to the A5 pin (A means analogue pin of the
Microcontroller). The GPS module uses serial
communication, so the GPS TX went to the D8, and the
Rx to the D7 pin of the ARDUINO board (D means
digital pin of the Microcontroller).

For the possible most accurate measurements the A/D
converter needs a reference voltage. Because the
ARDUINO UNO has limitations, as a circumvention |
connected the on board 3.3 V to the pin A3, considered as
stabilized value. The idea behind this, that if the power of
the microcontroller as reference is changing for any
reason, measuring a fixed 3.3 Volt gives us an opportunity
correcting the digitized values of other analog devices.

V. OTHER CONSIDERATIONS

As from the previous sections follows, | used many
interfaces. Some sensors communicate via 12C, others on
one-wire, on serial port or even produced analog signal,
and needed free pin for connecting to the A/D converter.
Moreover, the A/D converter uses the power level of the
microcontroller as a reference.

Powering up the Arduino has two possibilities. One
possible way is to use the USB port, the other is using the
power jack. Since | want using the ARDUINO as a
standalone device, | needed an external power bank.
Because the measurement lasted many hours, the input
voltage could not be considered as constant. On the other
hand, the on board 3.3 V power regulator needs some
extra power, so the output power drops about one to two
Volts. As a result, if we try to operate the device from 5
Volts, the system become instable, so the external power
should be about 9 Volts.

The UNO has some limitations in number of pins and
memory. That caused another headache. | could not use
the GPS module and the sensors simultaneously.
Moreover, as it turned out, the RTC does not keeps the
proper time on long run. As a result, the measurement
occurred in two steps. First, | had to upload the sketch for
the GPS to synchronize the RTC, and get the geographic
position of the site, then upload the data collecting and
recording sketch.

VI. THE SOFTWARE

The program using the device consists of two sketches:
the “GPS2RTC_Sync.ino” and the “EclipseLOG.ino”.
(The “.ino” extension is the standard for the ARDUINOSs.)
The first program reads the standard NMEA sentences
from the GPS receiver, and prints to the serial monitor the
RTC time, the GPS time and date, and the quality of the
reception. If the quality of the reception is good enough
(Fix = 1, Quality = 2), then the RTC time will be updated
(synchronized) once. The serial monitor will show the Fix,
and Quality, the geographic position (latitude, longitude
and altitude), and the number of GPS satellites seen in
each secons.

The second program at start initializes the SD card, and
creates a new .csv file (LOG_xx.CSV), by incrementing
the index. After that it creates a record with the following
contents:

e # of record
o milliseconds elapsed from the start
e seconds elapsed from 01.01.1970
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e the current date and time (UTC) in human
readable format

e luminosity (Volts on CdS photoresistor)

e atmospheric pressure (BMP-280)

e temperature in Celsius (BMP-280)

o temperature (Volts on LM35)

e temperature in Celsius (converted from LM35)
e temperature in Celsius from DHT11 sensor

e relative humidity in % from DHT11 sensor

o Ref3 — digitalized value of the stabilized 3.3 V

The registration is started for pushing either K1 or K2
buttons on the Easy Module Shield. (We can stop
recording data for the same action.) The data is updated in
each second, and is echoed to the serial monitor as well.
The records created are stored in a buffer, and after
collecting 10 records the content of the buffer will be
stored on the SD card.

VII. RESULTS

The measurement was successful. The results (the
content of the csv file created) were processed in EXCEL,
and present them in graphical form.

On board RTC time: 2017/8/21 15:31:4

GPS time: 15:31:4.0
Date (yyyy.mm.dd}): 2017.08.21
Fix: 1
Quality: 2

GPS coordinates: 4351.5336N, 11232.2119W

Coordinates for Google Maps: 43,8589, -112.5369

Elevation: 1463.70 m

# of GPS satellites: 12

Figure 7. The data from GPS module

The Figure 7. shows the data obtained from the GPS
module. Figure 8. presents, how the illumination, the
temperature and the air pressure changed during the 4
hours observational period, the measurement was taken.
The illumination came from the CdS photoresistor, the
temperature and the pressure from the BMP-280 detector.

On Figure 9. we can see the temperature obtained from
LM35 and the DHT11 sensor, and the relative humidity
changes. We have all together three temperature curves.
They have the same figure, but different values. This is
not an error, but result of different position. The BMP-280
was inside the device, between two shields, the LM35 was
exposed to the direct radiation of the Sun, and the third
was in a shaded place, under the DHT11 protecting
housing.

Zooming into the totality (Figure 10.), we get a nice
smooth curve. The bottom of the light curve is not flat,
because of the Sun’s although dim, but well visible outer
atmosphere. the corona. Differentiating the light curve, we
can determine the duration of the totality which is 2
minutes 17 seconds, corresponds to the prediction for the
site of the observation.
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Figure 10. Zooming into the totality. The lower
cure is the derivative of the light curve.
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Abstract

The paper focuses on the development of a young
bilingual’s strategic language use and her identity
formation in the dual language acquisition process. A
functional analysis of her oral language production
drawing on naturally-occurring discourse and her
metalinguistic comments reveal manifestations of her
multiple personality While analysing the dataset,
patterns are identified in her self-regulation process to
have a better understanding of how her sense of self is

modified and diversified in a dual linguistic

environment.

1.Introduction

The present paper is a part of a longitudinal study,
which is to investigate and analyze my third child’s,
Sarah’s development in English as a second
language (L2) betwen the ages of one and eleven. At
present she is seventeen years old. Sarah has been
raised in a dual Hungarian-English context: she has
acquired and used these two languages at a time from
birth but regarding English she had a limited
community support for the simple reason that we are
Hungarians and live in Hungary. English is
mediated by her parents, primarily by me, her
mother, and other native and non-native speakers of
English who belong to the family’s social network.
In order to create favourable conditions for her
second language acquisition we try to observe a
carefully established language boundary pattern and
a clear labour division and language separation
between Hungarian and English. It means the use of
English and Hungarian is systematically related to
certain situations, places and people. My
investigation focuses on (1) Sarah’s interlanguage
development at different levels of language analysis
(2) the development of her strategic language use
and (3) her identity formation in the dual language
acquisition process. | conducted a functional
analysis of her oral and some of her written language
production (personal letters), drawing on her L1-L2
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and L2-L1 language shift and on her narratives
retriecved from  semistructured  retrospective
interviews | conducted with her to find evidence of
her motives of using L2. To find traces of directly
unobservable internal cognitive and psychological
processes such as strategies for learning and
communication | investigated the communicative
intentions in my participant’s language choice and
metalinguistic comments. While analysing the
dataset | tried to identify patterns in her
appropriating linguistic forms to functions and also
in her self-regulation processes in the dual linguistic
environment.

My research is to document (1) how my participant
applies code-switching as a strategy to mediate a
range of communicative intentions; (2) how her
sense of self is reflected in her language alternation
and metalinguistic comments; (3)how her language
use strategies and her sense of self are modified and
diversified in the dual linguistic environment; (4)
how her bilingual identity changes across time and
situations.

I1.The aim of the study

My research aims at understanding my daughter’s
identity development as it is displayed in language-
related episodes of her free and spontaneous
interactional exchanges. | present manifestations of
her multiple personality and attempt to find
important patterns in the data. The excerpts below
are to explore how Sarah’s interactional practices
and orientations to bilingualism are utilized by her as
a resource for constituting social relations and
identities (Cekaite/ Bjork-Willén [2:177]) and how
bilingualism becomes a ’significant aspect of self
perception and interpretations of developing
bilingual life’ (Gafaranga [8:510]).

In the present paper the following central research
question is addressed:

1) How do Sarah’s language-related free
conversations, code-switches, appeals and
orientations to L2 reflect her bilingual
identity transformations in her developing
bilingualism?
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In my category system | rely on the categorization
and typology of scholarly researh (Baker [1];
Cekaite/Bjork-Willén [2]; Cromdal [6]; Gafaranga
[8]; Pavlenko [11]). The data presented as excerpts
in my dissertation are organized according to the
following categories:

1. Social identity development in interaction

2. Self-defence — coping with negative
feedback and peer criticism — Asking for
justification and reinforcement

3. Highlighting deficiencies and asymmerties
in second language knowledge

4. Defining group boundaries — Preserving
alliance and privacy

5. Finding ways to enhance learning

I11 .Research design - Theoretical background

My research falls into the category of qualitative
research and involves one person, my own child. It
is a single case study conducted longitudinally with
a time-span of ten years aiming at understanding a
bounded phenomenon:in a marginalized linguistic
environment. | focus on the study of language from
the point of view of the individual user, putting a
special focus on the choices she makes, on, the
constraints she encounters when using language in
social interaction and the effects her use of language
has on other participants in the act of communication
(Crystal [5]. | approached my data from a purely
qualitative perspective, and analysed them with the
help of qualitative methods. Interpretive research
(Chaudron [3] is appropriate as | focus on how my
participant makes sense of her rexperiences and also
how the researcher in turn makes sense of the data
obtained from interviews, observations, narratives,
and other sources.

Data for the research were drawn from multiple
sources, collected with the help of (1) participant
observation and field notes, (2) semi-structured
retrospective interviews conducted with the child,
and (3) other documents such as the child’s writings
e.g. personal letters and drawings. The pragmatic
analysis gives opportunity to reveal Sarah’s
orientations to bilingualism and allows for knowing
more about (1) motives of language alternation and
(2) transformations of her identity in her developing
bilingualism.

V. Discussion

| base my discussion on two Gricean assumptions
that: (1) communication is a joint activity of the
speaker and hearer, which involves the exchange of
communicative intentions; (2) a single utterance can
convey a range of meanings depending on to whom
it is directed and in what context (Grice, [9:50]).
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The table below shows the categories as the main
organizing principle in grouping the selected
discourse pieces of Sarah’s talk.

Table 1. Categories of language-related episodes to reveal Sarah’s

multiple identities

Category Description
1) Social Affiliation efforts and
identity adjustment to the local

development | norms.  Ways  of
regulating, identifying
and redefining herself
in the cultural group
depending on  her
personal needs and
interests. Orientations
to  bilingualism at
different  points of
developing

bilingualism.Reference
to natives’ approval
makes a distinction in
the local social order.

2) Self-defence | Orientations to peer-

—coping with | initiated criticism,
negative discussions of peer
feedback - pressure cases. Sarah’s
asking for socializing into
justification appropriate ways of
and regaining entitlement

reinforcement | to use a language,
which normally does
not belong to her
monolingual peer
group members, her
perception of the
relative nature of L2
competence, her sense
of self in the language
learning process.

3) Highlighting | Struggles to reach the

deficiencies respectful position of a
and sufficiently competent
asymmerties | speaker of English. The
in second impact  of  peers’
language comments mean further
knowledge motivation to use and
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improve her L2. L1 is
often used as reference
points to assess
proficiency in L2 and is
a tool to construct
knowledge in that
language. There is a
geographical and
social-interactive
separation between L1
and L2.

4) Defining Peer group negotiations
group as social sites for
boundaries - | building local social
Preserving order, values and
alliance and | norms that regulate one
privacy another’s conduct and

group-belonging.

Manifestations of
Sarah’s justification of
the importance of L2
knowledge. Her
understanding that her
English knowledge is
an additional asset,
which is acknowledged
by legitimate,
authorized and
competent users of L2,
such as native peers
and school teachers.

5) Finding ways
to enhance
learning

1.Social identity development in interaction

The example below reveals Sarah’s perception of her
L2 competence and that of her position in the local
social group.

Excerpt 1

I don’t know ’hérghurut’ in English, we say only ill
And even Brandy says so’. (7;2)

The excerpt is suggestive of Sarah’s alignment with
the L2 language community. The fact that
identifying herself with native speakers represented
by Brandon authorizes her to be treated as a
legitimate L2 speaker (Norton [10]) who is
knowledgeable enough to make valid statements
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about the target language. Her inferences about her
group affiliation betray that in the interaction she had
developed a powerful subject position. References to
shared language use habits with fully authorized
native speakers of L2 like Brendy increases her self-
esteem and self-confidence. Building collective
identity gives her power and authority.

2.Self-defence — handling negative feedback
Excerpt 2

’Szandra says especially grammar can be learnt only
from a teacher, one cannot learn it from one’s
mother.Then | said that it is possible, | also know it
from you, and Kasia is learning from her mother
t00.” (8;4)

Peers’ questioning the relevance of a language
learning environment where one’s own mother is the
mediator of a foreign language and learning occurs
in home settings without organized and institutional
framework is a recurring topic of Sarah’s discourse.
The peers’ concept of language competence
represents a general view of those who base their
ideas on institutional learning at school. According
to this general view English is identified with the
language of schooling, where firm knowledge of
words and grammar is the strongest predictor of
one’s good results in the English lesson. High level
of language competence is guaranteed only by
institutional learning supported and controlled by an
authorized person, preferably a teacher. Sarah’s
dilemma generated by peer pressure is reflected in
her contesting for the position of the competent L2
user (Ricento [12]). She justifies the relevance of
learning English at home with her mother arguing
that it is as realistic as learning at school with a
teacher.

3. Highlighting deficiencies and asymmerties in
second language knowledge

Excerpt 3

I didn’t know what *melléknév’ in English. I asked
Brendy, and he didn’t know either, he said if his
mother doesn’t know something she also looks it up
in the dictionary, though she is English. | also said
we never say such grammar stuffs, just talk. (9;5)

As academic terms do not constitute the lexicon of
the routinely discussed topics in home settings,
Sarah has the opportunity to acquire English for only
the communicative function but has insufficient
knowledge of the language of schooling. Her
awareness of the functional differentiation of
language use is displayed by her insisting that
discrete testing for words is unusual in naturally
occurring discourse. Similarly she questions the
relevance of word-for-word translation being the
primary predictor of one’s foreign language
proficiency. However, she argues that she has
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developed a good level of proficiency regarding the
vocabulary of those topics that are involved in
naturally-occurring conversations, loose
conversations and informal discussions.

4. Defining group boundaries — Preserving alliance
and privacy

Excerpt 4

’I don’t speak to mummy in the school. Because
there we didn’t use to. And everybody would stare at
me. I don’t want to boast.” (9;10)

Sarah’s utterance implies that not all of her
Hungarian peers belong to the well-informed and
initiated circles of her bilingual environment. As a
consequence, she judges L2 usage as an insult and
disrespect in the L1 environment. She identifies
such disrespectful behaviour with boasting, which
would entail ousting her from the community. The
instance depicts her alignment to the norms of L1
community, where L1 use is the local preference,
whereas the use of L2 would be condidered as
inappropriate.

5.Finding ways to enhance learning
Excerpt 5

Good, but in the test paper it is not enough to write
about what | did today. There one must know the
material of the lesson! Let’s start to learn grammar’
(10;7)

The metalinguistic comment in the excerpt above
implies that using the target language at home and in
other informal frameworks does not allow for
success in the language of schooling. There are two
distinct functions of language: the communicative
and the cognitive function. In free conversations
either in formal or informal settings we rely on the
communicative  function, whereas using the
language for academic purposes in particular
knowledge areas emphasizes the cognitive function
of language. Apparently academic functioning goes
beyond naturally occurring free conversational
topics and claims for specialized terminology, which
requires instructed learning and directed attention.

V. Conclusions

Viewing identity | reported on how Sarah
experiences her linguistic and personal identities
through the process of her second language
acquisition. | attempted to explore what influence
bilingualism has on these perceptions, identified and
analysed my participant’s feelings associated with
language alteration. Recurring patterns were studied
and evaluated in the silouettes according to the types
of her feelings and self-perceptions.

-38 -

In terms of her self-perception and identity
formulation the applied categories of her bilingual
usage shown how she

(1) consults and involves more competent
language users and other authorities of
knowledge to determine her linguistic
identity and tolerate her imbalances in L2
learning process

interprets, evaluates and integrates peer
pressure and criticism (Cekaite & Bjork-
Willén [2])

monitors and evaluates her learning process
in terms of L2 in response to her social
environment’s  feedback, and finds
opportunities to identify deficiencies and
asymmetries in terms of her L2 knowledge
uses L2 to align with the community to
form alliance and privacy or, on the
contrary, distances herself from it

builds distinctions via L2 expertise
(Cromdal [6]; Gafaranga [8]) and how L2
expertise reformulates local social order
seeks and finds opportunities to practise
and enhance L2 learning in natural
interactions, handles discomfort by finding
ways to avert inferior status in terms of L2
(Cekaite & Bjork-Willén [2])

appeals for help and reinforcement to cope
with an emerging communication problem

)

®3)

(4)

(®)

(6)

()

In the investigation of Sarah’s communicative
intentions and identity transformations | intend to
create awareness in my readers that in her language
use the indicated categories are not separable.
Sarah’s language use shows a complex picture where
different intentions are interwoven and manifest
themselves in a variety of combinations and
complement each other. For this reason it is typical
that | relate a particular utterance and discourse
sample to several communicative intentions and
identity perceptions as a consequence, a particular
analyical category is exemplified with a number of
excerpts. However, if one excerpt is justified to
represent more than one type, | followed a twofold
principle: (1) | presented that particular excerpt only
once, in the most relevant case, or (2) doubledrew on
the same excerpt to find underpinnings for two
possible categories. Thus certain categories and
development stages are exemplified and represented
less than others. The reason for such asymmetry is
explaind by the fact that: (1) | failed to document all
the relevant samples during data collection; (2) the
representative examples of the analytical categories
emerge unevenly and asymmetrically in authentic
speech.  Such overlaps and disproportions have
caused analytical difficulty and my data do not allow
for symmetrical and proportionate demonstration of
the selected analytical categories. | used unchanged,
original data for my analysis to fulfill reliability and
validity obligations of qualitative research.
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Abstract— Working experience of university students might
have crucial importance in later successful career. The huge
market demand for experts in informatics and students in
informatics create a special human resource environment.
While the players at industry try to find university students
in informatics, students are in dire need to establish practical
and industrial knowledge.

The aim of the present study was to assess data on working
experience in full time university students at Institute of
Engineering, Alba Regia Technical Faculty, Obuda
University, and to relate it with programming language
knowledge.

A self-reported questionnaire was assessed in 173 students
from the 193 full time and active students. Data collection was

taken place in May, 2016. Sociodemographic data,
programming language knowledge, foreign language
knowledge, working experience and study progress

information were assessed. Statistica 7.0 software package
was used to analyze the data, with the help a General Linear
Model. For the present analysis, dual training students
(obligatory professional job experience from the beginning of
their studies) were excluded, thus the data of 155 students
were presented.

Earlier or current job was present in the case of 109
students (70.32%), 81 students had current job (52.26%),
while 55 students (35.48%) had an actual job related with
technical higher education. Programming language
knowledge was significantly higher in students with
professional job experience (p<0.05). Significant positive
correlation occurred between professional technical English
language knowledge and programming language knowledge
(Spearman R= 0.31, p<0.0001). Students with current job
report a marked development in their soft skills
(communication, presentation skills, decision making,
creativity) and their technical knowledge as well.

The interpretation of the above data might be crucial in
further establishment of the dual training system.

Keywords: Higher education, Informatics, Programming
language, University student, Working experience.

. INTRODUCTION
A. Working experience of university students

Working experience of university students might have
crucial importance in their successful career [1,2]. After
graduation, ex-students have to face with the expectations
of the job market. Additional to the technical knowledge,
working experience and a series of skills are expected at
the workplace: flexibility, working alone and in groups,
decision making, presentation and communication skills
[3-5]. On one hand, regular university studies are not
capable providing these kind of experience, and even up-
to-date technical knowledge can be found at fast-
developing industrial partners instead of the universities.
Thus, students are in dire need for having practical
industrial air around them. On the other hand, high-tech
industrial partners have a continuous problem with the
replacement/restructuring of the technical human
resources, and graduates in engineering and informatics
are among the most successful new job seekers [6-8].
Thus, working as student of a technical university has two
driving force, one from the motivational individual surface
as successful early career move, and a continuous need at
the level of companies for technical newcomers.

As a partial and organized solution to the above question,
the dual training system have been introduced to the
technical higher education in general, and also to the
Hungarian technical higher education system. Dual
students have double burden from the very beginning of
their studies: additional to the regular university curricula,
an official and continuous expectation is also present from
the industrial partner [9]. At Obuda University, the dual
training was introduced in 2015, at Alba Regia Technical
Faculty, in parallel with other Hungarian Universities. The
majority of students then did not have official dual
training, but a significant number of students had jobs
during their university curricula.

To our best knowledge, no official database exist on the
working experience of university students in Hungary in
general, and at the technical higher education in particular.
As a model experiment, the present study addressed the
bachelor students of the Institute of Engineering, Alba
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Regia Technical Faculty. In the year 2015/16, the faculty
had bachelor student in electrical engineering, engineering
informatics and technical management. Additional to the
working experience, factors related with working and job-
seeking behavior were also considered, as motivation,
language skills and importantly, programming language
knowledge. Higher programming language experience
was hypothesized in students with working experience.
The development of skills were also hypothesized at
university students with working experience.

B. Aims

The aim of the present study was to delineate and analyze
working experience and programming language
knowledge of university students at the Institute of
Engineering, Alba Regia Technical Faculty. The above
sample might be used as an important target in our
understanding of job preferences and skills of students
within technical higher education in general, and
informatics related fields in particular.

1. METHODS

The study was approved by Obuda University, Alba
Regia Technical Faculty. A detailed questionnaire was
assessed in 173 regular students, from the registered and
active 193 students (89.64%). The detailed questionnaire
was registered by one of the Authors (Z. Scherer), within
a personal interview in May 2016. The questionnaire was
registered via a person specific code, and the following
major data groups were registered: socioeconomic
background, social and extracurricular activity at the
university, study progress, programming language
knowledge, general foreign language knowledge,
technical foreign language knowledge, earlier working
experience, current working experience, current working
experience related with technical higher education.
Among the students, 18 students was within the dual
training system. As these first year students could be
considered as students with present working experience
related with technical higher education from the first day
of their higher education studies, their results was not
included in the present analysis. Altogether, the data of 155
students was presented. Among them, 27 (17.42%) first
year students, 58 (37.42%) second year students and 70
(45.16%) third year students participated in the study. The
number of students of technical management was 50
(32.26%), the number of students of electrical engineering
was 32 (20.64%), while the number of students of
engineering informatics was 73 (47.10%). The age of the
students was 22.26+1.65 years (mean+SD; between 19-27
years).

The self-reported language knowledge in major
European languages were assessed, but only the data of
subjective English knowledge were presented. The details
of the scoring and the extensive description of the
questionnaire was described in an earlier manuscript [10].

The following major programming languages were
targeted: php, java, html, css, c++, delphi, visual basic
(vb), c, c#, r, assembly (ass), sql, pascal, or other
programming language. The subjects were binary coded
according to their subjective knowledge within a particular
programming language.

Statistical analysis. Statistica 7.0 was used to analyze
datasets. Additional to the descriptive statistics, a General
Linear Model (GLM) analysis was applied, where the year
and different type of job experience were used as
independent variable, while job experience, general
English language knowledge, technical English language
knowledge and programming language knowledge were
used as dependent variables. Newman-Keuls tests were
run in case of post-hoc comparisons. Spearman
correlations were also run between programming language
knowledge and English language knowledge. The level of
significance was set at p=0.05.

I1. RESULTS

From the 155 students included in the analysis, earlier or
current job was present in the case of 109 students
(70.32%), 81 students had current job (52.26%), while 55
students (35.48%) had an actual job related with technical
higher education. The working experience was highly
related with the study progress: students in their later years
worked in a higher proportion. In the case of earlier or
current work, more than 80% of third year student had a
job, while this number was below 40% in the case of
students within their first year (Fig. 1, Fq,152=11.861,
p<0.001). Actual job also showed similar trends, current
work was reported over 60% of students within their third
year (Fig. 2, F(1,152=4.086, p<0.02). Over 40% of students
within their third year reported current job in relation with
technical higher education (Fig. 3, Fu152=7.976,
p<0.001).

Subjective general English language knowledge was not
related with the study progress (Fuis2=2.111, p=NS),
while higher technical English language knowledge was
reported in students in their later years of studies
(F,152=3.548, p<0.04).

Among the programming language directions, C#, html
and sql was in the first three places (Fig. 4). Programming
language knowledge was associated with the study
progress (Fig. 5, F(1,152=6.934, p<0.002).

The reported programming language knowledge was not
associated with earlier or current job (F(1153=1.973,
p=NS), nor with current job (F(153=1.569, p=NS), but
was associated with current technical job (Fig. 6,
F(1,153):6.934, p<0.002).

Significant positive correlation occurred between
programming language knowledge and both general
English (Spearman R=0.19, p<0.02) and technical English
(Spearman R=0.31, p<0.0001) language knowledge.
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Year, LS Means
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Fig. 1. The description of earlier or current job (0.4=40%) in regular active university
d (Institute of Engineering, Alba Regia Technical Faculty) during their study progress.
Means and 95% confidence intervals are presented.
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Fig. 3. The description of current technical job (0.4=40%) in regular active university
e (Institute of Engineering, Alba Regia Technical Faculty) during their study progress.
Means and 95% confidence intervals are presented.

Fig. 4. The description of different programming languages or frameworks (0.4=40%) in
regular active university students. Means and 95% confidence intervals are presented.

Year, LS Means
Current effect: F(2, 152)=6,9345, p=,00131
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Fig. 6. The number of subjectively reported known and used programming languages.
Means and 95% confidence intervals are presented. 0= current technical work is not present;
1= current technical work is present.
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The motivation of having current technical job was
associated with experience in technical knowledge
(41.82%), financial reasons (34.54%), future career
(16.36%), and simple possibility (9.10%). During their
specific work, the development of problem solving was
reported in 72.72%, communication skills in 70.10%,
independent working in 43.64%, decision making skills in
41.82%, creativity in 40.00%, flexibility in 36.36%,
presentation skills in 27.27%, programming skills in
21.82%.

V. DIscuUsSION

The main results of the present study were the
followings. First, job experience was associated with study
progress, and the majority of the students had job
experience during their studies. Second, programming
language knowledge was also associated with the study
progress, and current technical job experience was
associated with higher programming language knowledge.
Third, the students were motivated for technical jobs
mainly in order to acquire technical experience, and were
reporting significant development in a series of soft skills
necessary for their later success.

The proportion of working experience was considerably
high in the present sample, and was even higher in the
original sample including the students with dual training.
Still, the exclusion of the dual students was necessary for
the present analysis, as their “success” at the job market
was not associated with particular skills acquired at the
university. Dual students have to go through a selection
process, and specific basal attributes might be different
from the beginning, but the authors could not find major
differences within the targeted attributes at early level of
their university studies [10]. However, differences in the
study progress might be present even at their first year of
their university studies compared with non-dual students
[9].

The present study described three levels of working
experience, as previous (or current) work experience,
current work experience and current work experience
related with technical higher education. General English
knowledge was not different in the above groups, but
significantly higher technical English knowledge scores
were reported in students with current work experience
related with technical higher education. Interestingly,
similar differences were observed in reported knowledge
of different programming languages, and most
importantly, a significant positive correlation was
observed between reported technical English language
knowledge and knowledge of programming languages.
This finding was not originally considered as major link
between factors necessary for later success in the field of
engineering and informatics [4,5].

The development of practical knowledge [3] and the
specific support of soft skills [7] are indispensable for later
success, and these attributes also occurred in the present
study. As a major drive for job experience, the dire need of
practical and technical knowledge was the most important

attribute in the motivation for current technical job
performance. Students with current technical work
experience reported a significant development in their
problem solving and communication skills in more than
70% of the cases, and a significant amount reported
significant improvement in independent working decision
making skills, creativity, flexibility, presentation and
programming language skills. Thus, working experience in
itself had a major educational power, and its optimal
timing and effective intensity should also be reconsidered
in students within the dual training system. But, analyzing
driving forces might have to include inner motivation,
what is a powerful and most important drive in the
education of engineering and informatics [11].

The limitations of the study were the followings. Only
155 students were considered in the present analysis, thus
further longitudinal and even cross-sectional data
collection would be indispensable for high level
interpretation. On the other hand, the above sample was
representative in the case of Institute of Engineering at
Alba Regia Technical Faculty, thus within this context,
these data might be interpreted. Other limitation of the
study is the self-report of foreign language knowledge and
programming language knowledge, additional to the
reported development of the soft-skills. These measures
can be assessed in a more objective evaluation process,
albeit standardized procedures for the interpretation of the
above measures in soft skills are still lacking from the
literature. In future studies, these issues also should be
addressed.

V. SUMMARY

In the present paper, working experience of
undergraduate students at Alba Regia Technical Faculty
was assessed and interpreted. Current job related with
technical higher education was associated with more
extensive programming language knowledge. Students
with current job report a marked development in their soft
skills (communication, presentation skills, decision
making, creativity) and the development of technical
knowledge as well.
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Abstract - The paper describes the algorithms and software
development for a robotic technology of microplasma
spraying of powder and wire materials for applying
biocompatible coatings for medical implants and
instruments. The authors observe the challenges and
prospects of the development and implementation of the
robotic technology for manufacturing medical products.

l. INTRODUCTION

The multi-purpose methods of Thermal Coating
Spraying have become popular all over the world lately
[1, 2]. One of the major methods of gas-thermal
deposition of coatings is plasma spraying. The micro
plasma spraying (MPS) method is characterized by a
small diameter of a spraying spot (1 ... 8 mm) and low
(up to 2 kW) power of plasma, which results in low flow
of heat into the substrate [3-5]. These characteristics are
very attractive for the deposition of coatings with high
accuracy, in particular for applying biocompatible
coatings in the manufacture of medical implants.

However, the treatment of surfaces of complex
configuration presents a challenge for the implementation
of the thermal spraying technology and requires
automated manipulations of the plasma source and/or the
substrate along with robotic control for appropriate
treatment of a surface [1, 2].

At present, robot manipulators are widely used in
metallurgical industry, automotive industry and
mechanical engineering, allowing to automate the plasma
processing. However, they are used only for large-scale
production, because every transition to a new product
requires complex calibration procedures to achieve
compliance with the model set in the robot previously.
Thus, the problem of automatic code generation of a
robot program for the model specified by means of CAD
is in the limelight of researchers and developers of
robotic systems [6-8].

The main prerequisites for the development of the
research were the analysis of technical issues arising from
the industrial robot application for coating by plasma jets,
and the desire to expand the scope of tasks solved by the
application of an industrial robot. The authors of this
paper have carried out a work in the field of application
of automated plasma methods of biocompatible or
protective coating deposition, described in papers [9-11]
and protected by certificates of intellectual property [12,
13]. There is a need to develop methods of plasma
coating to create medical products. There is some
successful research in the technology development of
biocompatible coatings microplasma spraying of
biomedical application onto different types of implants
conducted by scientists of E. O. Paton Institute of Electric
Welding, National Academy of Science of Ukraine [4, 5],
which is in close relationship with the present research,
because we have used the technological equipment for
microplasma spraying developed at E. O. Paton Institute
of Electric Welding (IEW), namely the MP-004
microplasmotron mounted on the arm of Kawasaki
industrial robot. Currently, on the basis of D. Serikbayev
East Kazakhstan State Technical University (EKSTU)
there is a robot-manned floor for microplasma materials
processing, it allows testing new technological solutions
to use biocompatible coatings for medical purposes with
high (precision) accuracy. In order to obtain coatings with
the desired structure and properties, it is very important to
provide accurate modes of deposition and modification of
coatings by plasma.

As noted by several researchers [1, 2], the main
disadvantages of the coatings achieved by using gas-
thermal methods are their high porosity and occasional
poor adhesion to the substrate. Porosity can be useful at
times, as in the case of ensuring reliable fixation of
orthopedic implants into bones on account of the
intergrowth into the pores of the bone tissue, etc., but in
this case it needs to be controlled.
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The aim of this work was to develop a robotic micro
plasma spraying technology for applying biocompatible
coatings in the manufacture of medical products.

Il. EXPERIMENT

A. Equipment and Materials

Within the activities of modern technologies
development by D. Serikbayev EKSTU an experimental
laboratory industrial complex for plasma treatment of
materials based on an industrial robot has been
established. Kawasaki RS-010LA (Kawasaki Robotics,
Japan) industrial robot is a device consisting of moving
parts with six degrees of freedom to move according to a
predetermined track. It is controlled by a E40F-A001
programmable controller. MP-004 microplasmotron for
applying the powder or wire coating produced by E. O.
Paton IEW, Ukraine is mounted on the robot arm. The
assembly of the system has been carried out by Innotech
LLP, Kazakhstan.

Kawasaki RS-010LA robot manipulator
characteristics:

. Number of degrees of freedom - 6;

. Positioning accuracy — 0.06 mm;

. Maximal linear speed - 13100 mm/s;

. Engagement zone - 1925 mm;

. Working load capacity - 10 kg.

The study has dealt with the starting materials for
coating deposition: powders, wires and resulting coatings
obtained by means of microplasma spraying, as well as
substrates (in most cases 3 steel substrates treated by
sandblasting were used). The range of materials in the
study was broad enough to ensure the mastering of
technological processes for different materials. Co-based
and hydroxyapatite powders as well as Titanium wires
have been used as the main materials for working out the
microplasma spraying processes of biocompatible
materials.

B. Methods

The technologies of plasma spraying of coatings
require accurate adhering to the number of technological
parameters (the distance from the plasma system nozzle
to the surface of a workpiece, the nozzle movement
speed, etc.) during the entire processing time. Exceeding
these parameters beyond the permissible limits can lead
not only to rejected products, but also to an accident (a
short circuit). In cases when the robot program is
generated according to a given geometrical model of a
processed workpiece or part, the deflection of the shape
of the real object from the model often leads to the
violation of technological parameters of processing with
all its undesirable consequences. This problem is
particularly acute in the case of large-sized objects,
including medical implants or instruments, when small
relative errors of geometric parameters and object
positioning correspond to unallowably high absolute
deviations of the distances between the tool mounted on
the manipulator and the object surface. The radical
method of solving these problems is pre-scanning the
surface of an object

A modern robot manipulator can be considered as a
means of allowing setting spatial position and orientation

of an arbitrary tool with high precision and accuracy. If a
distance sensor or a vision system element (camera or
projector) is used as a tool, the robot manipulator can be
an excellent basis for establishing a system of surface
scanning.

The basic idea of the proposed method - the
development of a combined system for scanning with the
split of scan process into two phases: a rough scan phase
and a refining phase. For rough scanning a vision system,
that uses a single camera mounted on the manipulator and
a fixed structured light projector is supposed to be used.
During the rough scan phase, photography of an
“illuminated” object from several points of space is
performed (with the known orientation of the principal
optical axis of the camera). By the images obtained in the
shooting process, the software of the scanning system
produces a segmentation of the object surface and builds
an approximate 3D model of the object. According to the
segmentation results, a set of reference points is selected
on the surface; and if we know their spatial coordinates,
we will be able to construct a 3D model of the object.
After selecting reference points, the software generates
the program of the manipulator which successively passes
the reference points performing surface scanning at each
point.

The vision system will be built on the original
algorithm, implemented in three stages processing the
image obtained by the camera: 1) building a function
module of the intensity gradient; 2) constructing a set of
lines of this function level (the structuring of the system
of level lines radically simplifies the task of finding
correlation between the lines obtained in the processing
of the two photos taken at different camera positions); 3)
calculating spatial coordinates of the scene points, whose
images lie on these lines.

The implementation of the proposed algorithm, in
contrast to the common computer vision algorithms, does
not require much computational power. Besides, the
algorithm of level lines is easily parallelized and makes it
possible to set up the software processing system on a
personal computer (when using the CUDA system for
efficient implementation of parallel algorithms).

Thus, we are developing an intelligent automated
system of controlling an industrial robot manipulator,
which allows a robot arm to move along a given 3D
trajectory, a model of the product that the robot will be
treating with plasma. A distinctive feature of the
proposed system is pre-3D scanning the surface of the
rough workpiece or the workpiece in process. We are
planning to implement automatic generation of a robot-
manipulator program code, taking into account the data of
the 3D scanning of an object to be processed, previously
held by means of distance sensors mounted on the robot
manipulator. This will allow to use workpieces varying in
a wide range of geometric parameters and processing
products, whose geometrical parameters are determined
with low accuracy or products with deviations from a
predetermined shape.

I1l.  RESULTS AND DISCUSSIONS

At D. Serikbayev EKSTU the prototypes of coatings
from Titanium - wires and Co-based and hydroxyapatite
powders have been produced using the robotic complex
for microplasma deposition. The parameters for
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additional processing of coatings by a plasma jet were
selected on the basis of mathematical modeling of the
temperature fields arising in the “coating-substrate”
system when heated by a travelling plasma source [12].
The experience of getting coating from powders and wire
of a range of alloys with the use of this complex was
successful; the results were published in [9-11].

To solve the problem of providing the desired
trajectory of the plasma source, we have developed the
software which converts the drawings made in AutoCAD
and Compass to the robot controller by selecting the
graphics primitives (line, arc, etc.) from the drawings and
transferring them into the commands for the robot arm
movement [13]. However, we suppose that this method is
unsatisfactory for plasma treatment of the large-sized
implants and medical instruments surface, because a 3D
model of the surface to be processed is needed to move
the robot arm with plasma source accurately during the
plasma processing. Currently we are developing an
intelligent automated system of controlling an industrial
robot manipulator, which allows carrying out product
surface hardening treatment: coating application using a
microplasma method, and plasma irradiation modification
of surfaces of complex shape products. Preliminary 3D
scanning of the surface is being processed and generation
of the program code is carried out by the same robot
manipulator.

As it seems to us, two main categories can be
distinguished in the methods of machine binocular vision
developed to date: methods based on the detection of
image features [14, 15] and methods based on minimizing
the energy function [16-18]. Most of the methods of the
first group are associated with the so-called problem of
edge detection. Edge detection includes a variety of
mathematical methods that aim at identifying points in a
digital image at which the image brightness changes
sharply or, more formally, has discontinuities. The points
at which image brightness changes sharply are typically
organized into a set of curved line segments termed
edges. It should be noted that the methods of the first
group find the correspondence between some points of
two images. For the methods of the first group it is not
necessary to find a correspondence between all the pixels
of two images, as well as to find the disparity function
that minimizes the so-called energy function.

The method proposed by us is based on finding the
correspondence between the curves (contour level curves
of modulo of gradient of intensity function) and has some
common features with the methods of both the first and
second groups.

A black and white image can be considered as a
discretization of a continuous function of two arguments
I(x,y) (Intensity function). In image processing, so-called
gradient image processing technique is widely used,
based on the numerical calculation of the intensity
function gradient. Typically, the magnitude of the
gradient vector F (x,y) (1) and its direction are calculated
separately as a discrete convolution of the image matrix
with one of the specially designed convolution kernels. In
our experiments we use the so-called Sobel kernel.

Fon- (2 (2 @)

The proposed algorithm is based on finding the
correspondence between the level contour curves of two
functions of intensity gradient modulo F; and F, (for the
left and right images correspondingly). On the set of level
curves of the function, we can introduce a partial order
relation, which we denote by the symbol <. We assume
that s;Zs, if the curve s, lies inside the region bounded by
the curve s,. As a consequence, set of level lines can be
represented by a tree, as shown schematically in Fig 1.

Figure 1. Level Tree

One of the leading ideas of the proposed method is the
use of a hierarchical structure of level lines (given by a
level tree) to simplify the task of finding a
correspondence between the level lines of the functions
F1 and F,. In fact, after constructing the level tree, the
problem of finding the correspondences between isolines
of functions F; and F, reduces to the problem of
identifying isolines that are descendants of a single tree
node. Obviously, to implement the methods of this kind,
an effective algorithm for constructing isolines is needed.
Such algorithms are used both in computer graphics and
in image processing, and these algorithms still continue to
be improved [19-20].

We have developed an algorithm for constructing the
contour curves of the function of two variables that
improve modification of the marching triangles classical
algorithm. The original Marching Triangle algorithm
does not specify any boundary edges processing
sequence. It defines only a single pass into the edge list to
process all boundary edges with the procedure steps
including the estimation of a new potential triangle and
its sphere test mesh. According to the implemented data
structures and the method to add new edges in the edge
list, the edge processing sequence can be different from
each other. The resulting mesh from the Marching
Triangle depends on the edge processing sequence and it
can be different if the sequence is changed. The algorithm
developed by us is free from these restrictions and allows
parallelization.

Currently, we are developing an algorithm that allows
us to identify many isolines. We have developed an
effective algorithm for finding a numerical measure of
the geometric proximity of two domains bounded by a
polygon. The developed method is based on minimization
of the energy function, for calculation of which the
above-mentioned measure of geometrical proximity of
spatial regions is used.
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IV. CONCLUSION

Coatings from biocompatible materials deposited by
the microplasma according to recommended modes onto
steel substrates have been obtained. It is shown that the
microplasma spraying method allows applying a wide
range of materials: hydroxyapatite, Co-based powders,
Titanium — wires. Successful deposition of biocompatible
coatings with sustained characteristics on parts of
complex shape, which are endoprostheses, requires
steady travelling of the plasma source along the sprayed
surface of the product. For this purpose, it becomes
necessary to equip the deposition unit with a robot
manipulator and to develop an intelligent automated
system of controlling an industrial robot manipulator,
which allows a robot arm to move along a given 3D
trajectory.

Multi-view 3D — Reconstruction algorithm has been
developed to scan an object quickly. The algorithm is
based on finding the correspondence between the isolines
of the images intensity gradient functions.
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Abstract - This paper concerns the description of
experimental system of the processes of automated control
modeling. The system supports uniquely created DSL and
allows describing signals and typed blocks of automation
system.

|. INTRODUCTION

Currently acute problem of increasing prices and the
reduction of natural resources of non-renewable energy
sources, together with negative impact of combustion
products emission led to the fact that many research
works aim at solving problems of optimization and
increase of efficiency of energy usage [1-9].

Primarily it should be noted that most coal burning
boilers do not have systems of automatic control of air-
fuel mixture concentration. As a rule, feeders, regulating
coal dust intake, are chosen empirically and are not
regulated automatically, while airline unit has only one
automatic control loop to maintain constant air quantity
flow (when the flow amount is chosen empirically as
well) [1-3]. Nozzles adjustment is usually performed
manually, and in fact, empirical evidence had shown that
worker’s experience and skills could significantly
influence the efficiency coefficient of a steam system. At
the same time, we are perfectly aware that the efficiency
of air-fuel mixture combustion with fixed features of
applied fuel dust (coal grade, composition and moisture
content in coal) highly depends on air—fuel mixture
concentration. Besides, the properties of air fuel are
changing during a time of a continuous operation of a
boiler, thus, on-going adjustments of fuel mixture making
system are ineffective to maintain stable efficiency of a
boiler [4,5].

The analysis of attempts to apply the methods of
automatic control of the fuel mixture making in boiler
and in metallurgical industries, leads to the conclusion
that these attempts have been made along two main
directions: in some cases, the controlled parameter was
the concentration of dust. In other cases — it was the
concentration of carbon monoxide or oxygen in the
combustion products. Accordingly, in both cases the
process of automatic regulation provided with constancy
in time of a measured parameter, but not power output.
Moreover, engineers for particular operating conditions
chose optimal (in average) parameter as a rule of thumb.
Obviously, as external factors (chemical and fractional

composition of coal dust, moisture content in coal, etc.)
tend to vary, given methods cannot maintain maximum
achievable efficiency of a boiler unit during some period
of time. Besides, the stabilized parameter was chosen
heuristically, as continuous operation mode of boilers is
not suitable for large-scale and long lasting experiments.
It should be noted that in recent studies of control
systems for boilers, based on tracking of several system
parameters (multifactorial system) [6-8], but the
measured values also do not have a clear and sustainable
link with the generated power. Therefore, previously used
attempts to set up automated systems of air-fuel mixture
making did not make it possible to maintain modes,
similar to optimal for a prolonged period. However, even
taking into account this fact, their application displayed
significant efficiency increase of boilers, equipped with
the systems in comparison with boilers, where parameters
of air-fuel mixture were regulated manually [2,4,8]. The
latter circumstance allows assuming that the proposed
methods of active search for optimal of the fuel-air
mixture parameters at a fixed heat output can
significantly increase the average efficiency of steam
systems.

The difference between our ideas from existing
analogues:

-firstly, we propose to minimize fuel consumption,
using power output as the main measurable parameter,
while implemented to date systems of automatic control
of the fuel-air mixture making only stabilized parameters
in a certain way correlated with the generated power, but
in no way did not determine it;

-secondly, we propose a system, that is able to actively
search most preferable parameters for air-fuel mixture at
a given (fixed) power output unlike previously proposed
systems implemented on the basis of classical feedback
theory [8];

-thirdly, to decrease system inertia and to enhance its
reliability, in contrast to most previously proposed
systems where one measurable parameter was used, we
suggest to use several measurable system parameters.
Along with indirectly measured power output, we suggest
to take into account such factors as carbon dioxide in
products of combustion and fuel dust concentration in a
mixture being made.

The problem of complex automated control systems
modeling is relevant due to technical equipment evolution
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and increasing complexity of controlled objects. Software
modeling as a rule requires high proficiency in the field
of software development, that is not always possessed by
Engineers usually are not skilled in the sphere of
software, though on the other hand, IT specialists lack
essential knowledge in the field of system automation and
control.

Nowadays the world's practice recognizes two main
approaches to this problem solving:

1) Development of visual systems programming,
which allows the specialist to create the model of a
system using graphical editor by means of combining the
blocks — primitives. Simulators of electric schemes
(MicroCap, Proteus etc.) can serve as examples of this
approach.

2) Modeling system development supports problem-
oriented language development.

The main examples of such an approach are the
systems of synthesis and verification of logic circuits,
that support software programming languages: HDL
(Hardware Design Language), Verilog and VHDL
(VHSIC - Very high speed integrated circuits Hardware
Description Language). In recent years, attempts have
been made to create problem-oriented languages for
modeling the processes of some specialized areas of
industrial automation [9], as well as DSL (Domain
Specific Language) for model — driven development of
robotics [10].

This work concerns the description of experimental
system of modeling of automated control processes. The
system supports uniquely created DSL and allows
describing signals and typed blocks of automation
system. As well as HDL, the suggested DSL allows to
create new models by means of primitives’ aggregation
with description of blocks-chain program as well as by
means of module behavior description.

Il. METHODS

Simulation is an extremely important tool for all and
every control engineer who develops the system of
automation and control of technological processes in
industry.

For non-linear plants, there is often no alternative for
control engineer but only trial-and-error approach, using
computer simulation. Thus, hardly any control engineer
would not use simulation at least occasionally. Market
offers many highly effective special-purpose simulation
software tools, e.g. for the simulation of electronic
circuits, or for the simulation of dynamics of multicore
systems, and there is (or at least used to be) a good reason
for that. However, there is no market to offer special-
purpose control system simulators, in spite of the fact that
control is such an important application of simulation.

The modeling of control systems can be considered as
a particular case of modeling dynamic systems. Indeed, in
most cases, the model should represent the interaction
between environment (plant to be controlled) and the
control system.  Plants are mostly represented by
continuous time systems whose behavior is often
described by partial or ordinary differential equations.
Therefore, the modeling system should be a continuous
time modeling system. On the other hand, digital
controllers can be represented mathematically as discrete
event systems. These circumstances demand methods

that can deal with heterogeneous components that exhibit
a variety of different behaviors.

In many practical cases, the most natural and adequate
mathematical model of a plant is a system of differential
equations. However, with respect to modeling the control
system, we come to a peculiar paradox: mathematically,
in such a model, the controlling action is a deterministic
function of time, whereas in reality we cannot predict
control function of action before the modeling process
being carried out. For example, let’s consider classical
problem of control of an inverted pendulum (Fig. 1).

F(r)

Figure 1: Inverted pendulum

With the notation x — cart position, 6 — pendulum angle
and F — applied force, the system can be described with
the differential equations (1):

= — [Flt)+m-1-[8-1-cos(B)—8 -sin(B)
m K |I { }J 1)

= %:-I:g-slufﬂ:l—ﬁ -cos(B) )

As it is known, introducing
variablesx, = x, x. = &% = B.x, = B, we can
reduce the problem to the standard form of a system of
ordinary differential equations (2).

x = Gl Xa o 2t 2

Obviously, to integrate the system, the dependence of
the force F on time must be determined. So we need the
simulation results to start the simulation process. Of
course, this seeming paradox can be resolved by
introducing mathematical description of the controller in
the model. However, in most cases, simulation is used
just in cases where the mathematical description of the
complete control system is difficult to performer, so this
theoretical approach is useless. It is important to note that
the methods of numerical integration of systems of
ordinary differential equations are highly developed, and
at present a great progress has been made in the
development of software that implements these methods.

Nowadays, freely available libraries of so-called
solvers are available to developers, so it is highly
desirable to use these components as part of modeling
systems. Another significant problem is the way in which
continuous signals are represented in implementation of
modeling system. Most software systems and special-
purpose languages designed for modeling dynamic
systems use the discrete time model.
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The process of simulation is to consistently calculate
the state of the system at each time interval. Of course,
this model of computation is not free from contradictions.
If system is an aggregation of subsystems, subsystems
may be connected in ways that yield the degree of
ambiguity in computation. For example, assume that
subsystem A has two outputs, one goes to subsystem B
and another to subsystem C. Subsystem B has an output
that feeds C. In this case, we may calculate the output of
C whenever we have computed one of its inputs.
Assuming that A has been processed, than we have the
choice to calculate the outputs of B or of C. Depending
on the choice of processing B or C, the outputs of C may
have different values. Simultaneous events may in fact
yield a nondeterministic behavior.

To reduce the inertia of our developed intelligent
system for optimal energy-efficient control of the
processes of the fuel-air mixture making in steam-driven
boilers and to enhance its reliability, we suggest using
several measured parameters of the system. Together
with indirectly measured output power, it is assumed to
take into account the concentration of carbon dioxide in
the products of combustion as well as concentration of
fuel dust in the mixture being made. The main idea of a
proposed method is an active search of optimal
composition at a given power. It is similar to gradient
approach of searching the extremum of function of
several variables used in numerical methods. Of course,
hill-climbing technique, being applied in numerical
analysis, cannot be directly applied to the problem
considered due to a number of factors, the most important
of which are the following two: first, the rate of
convergence should be comparable to the rate of change
of external factors (the given system operates in real
time). Secondly, the value of deviating figure of
generated power from the set value is strictly limited. To
meet all the requirements it is assumed to use the vector
of inputs of automated control system and to elaborate a
mathematical model of external parameters influence on
power output and measured parameters.

Basic research methods: mathematic modelling and
live experiment: algorithm testing on model and
experimental works on intelligent control system
implementation, testing the model at actual data. An
experimental stand will be built consisting of a small-
sized boiler, burning nozzle, fuel intake system and
necessary automation tools to construct a mathematical
model, describing dependence of outputs on regulation
characteristics (fuel consumption and concentration of
air-fuel mixture) and external factors (coal grade,
moisture content in the mixture, ambient temperature,
etc.).

1. RESULTS AND DISCUSSIONS

We introduce experimental simulation software
platform around the ecosystem Racket integrated with a
domain-specific language (DSL) tool-chain for modeling
of automatic control systems. Racket is a LISP-family
general purpose programming language, as well as a
platform for language creation and implementation.
Racket ecosystem consists of implementation of Racket
language itself (including run-time system, libraries, JIT
— compiler) along with development environment called
Dr. Racket.

The key point of a project is wusage of
metaprogramming and code generation techniques for
implementation of described above. Powerful Racket
macro system allows not only to expand the syntax of the
core language, but also to perform some validation of
code.The key features of the DSL are the separation of
the description of the controller and the description of the
plant, and use of the FRP (Functional Reactive
Programming) technique to describe the controller.

We believe that the FRF approach is especially suitable
for modeling automatic control systems for a number of
reasons: firstly, a high level of abstraction allows
developer describing the system ignoring the internal
implementation of continuous and discrete signals and
synchronization problems. Secondly, a high level of
abstraction allows choosing different methods of signal
representation for program implementation. In recent
years, there has been a growing interest in the use of
functional programming methods for modeling dynamic
systems, and considerable progress has been made in this
area [10,11]. The DSL expansion has much in common
with the Haskell DSL YAMPA, in particular the use of
so-called signal combinators.

To provide detailed training to the fundamentals of
FRP, the language of YAMPA and its practical
application to the modeling of dynamic systems, we
recommend referring to the article [12-14], and below we
give only a brief description of the main concepts of the
language. The basic concept of functional reactive
programming is that of a signal. Signal can represent any
continuous, time-varying value. One can think of a signal
as having polymorphic type (3):

Signal a=Time—a 3)

That is a value of type Signal A is a function that maps
suitable values of time (double in most of cases) to a
value of type A. It should be noted that type A is
arbitrary, in particular, is a functional type. Thus, the
signal is a high-level abstraction that does not always
conform the intuitive notion of a signal as a time-varying
value of a physical value. Nevertheless, the direct
conforming between the physical equations (i.e. the
specification) and the FRP code (i.e. the implementation)
is exact.

A key feature of the YAMPA language that is
avoidance of the signals as first-class objects usage
contrasts YAMPA with other programming languages. In
other words, programmer cannot access the value of a
signal at given moment of time or create a signal. Instead,
the programmer has an access only to signal convertors,
or what we prefer to call signal functions. A signal
function is just a function that maps signals to signals (4):

SFab—Signala — Signalb 4

However, the actual representation of the type SF in
Yampa is hidden (i.e. SF is abstract), so one cannot
directly plot signal functions or apply them to signals.
Instead of allowing the user to define arbitrary signal
functions from scratch (which makes it all too easy to
introduce time- and space-leaks), we provide a set of
primitive signal functions and a set of special
composition operators (or “combinators”) that enables to
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define more complex signal functions. These primitive
values and combinators together provide a disciplined
way to define signal functions that, fortuitously, avoids
time- and space-leaks. Yampa program expresses the
composition of a possibly large number of signal
functions into a composite signal function that is than
“run” at the top level by a suitable interpreter.

One of the significant differences between the DSL
that we developed and YAMPA is the introduction of a
signal source. As the source of the signal, interpolators
are used, which “generate” a continuous signal by
discrete values stored in a text file. Plant is modeled by a
system of ordinary differential equations of the first
order. The syntax of the controller description is as
follows:

(plant < name of module = ({input signals)) ((output signals)) func - list)
(({internal signal description)) (map func— list signal — list))

Semantically plant definition is a closure, returning
signal function, which arguments are input signals, and
the result of conversion are output signals. Parameter
funk-list is a list of functions (f 1, f 2,..., fn)
representing the right part of ODE system in form (2)

IV. CONCLUSION

Automated control systems modeling is an area where
the methods of declarative languages enable the technic
to advance. The choice of the method of representing
continuous signals is extremely important in the design of
modeling systems as a whole. When modeling hybrid
systems, in particular automatic control systems, it is
desirable to be able to mix different representations of the
signal during the simulation process.

The use of the FRP technique, in which the signals are
first-class objects, allows great flexibility in the choice of
the representation of continuous signals. Equally
important are the advantages of FRP in the modeling of
hybrid systems [15].

Although we have not completed an implementation of
experimental software platform, this paper demonstrates
our basic design approach and maps out the design
landscape. We expect that further research of the links
between functional reactive programming and automated
control systems modeling will produce significant
advances in this field.

The practical implementation of our developed
software platform to design the intelligent system for
optimal energy-efficient control of the air-fuel mixture
making in steam — driven boilers can increase the
efficiency of intake fuel control in steam boiler units will
allow increasing the efficiency of steam boiler units,
reducing the amount of chemical and mechanical fuel
underburning, and, consequently, reducing the amount of
combustion products, polluting the atmosphere.
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Abstract— Offline cursive handwriting recognition is an
ongoing challenge due to the different styles used by
different persons. The difference in the handwriting styles
brings about the hardship for segmentation of the
characters hence the overall accuracy of the recognizer is
highly dependent on the style. In Hungary, there is a
tradition of using cursive handwriting and the alphabet
contains some letters with punctuation. Therefore,
Hungarian handwriting recognition is a challenging task to
perform. In this study, we compare the performance of
different classifiers on a small data set (1750 characters, 50
samples for each letter in the alphabet) that has previously
been generated for our study. The data set only consists of
lower case Hungarian letters (35 letters excluding the ones
which consist of two letters). In our study we compared the
performance of four classifiers namely, Neural Networks,
Support Vector Machines (SVM), Rough Sets Theory (RST)
and Bayesian Networks (BN) using the WEKA machine
learning tool. The results indicated that in terms of
classification accuracy, neural networks performed the best
followed by BN, SVM and RST respectively. However, in
terms of the time taken to build the model neural networks
performed the poorest. BN took the shortest time to build
followed by SVM and RST respectively.

. INTRODUCTION

Optical Character Recognition (OCR) is conversion of
scanned images of machine printed or handwritten text,
numerals, letters and symbols into a computer processable
format such as ASCII without any human intervention.
There are two types of OCR namely online and offline
recognition. In online recognition, the characters are
recognized as they are drawn. Furthermore, the order of
strokes are available and successive points are represented
as a function of time [1][2]. On the other hand, in offline
recognition optical recognition is performed after the
writing or printing has been completed. In other words, its
input is an image or a scanned document [3].

An OCR system consists of several components. Fig. 1
shows the components in a typical OCR system. As can be
seen from the Fig. 1, firstly the document is scanned
through an optical scanner. Secondly the crucial pre-
processing phase is applied. Pre-processing is critical for
an OCR system since the outcomes of this step are going
to be recognized in the next step. Generally in the pre-
processing  phase  binarization, noise  removal,
normalization, feature extraction and segmentation are
performed. Finally in classification step, the recognition
is performed. In addition to those steps, an extra post-

processing phase could be adopted in which verification is
performed in order to improve the accuracy rate.

.

Figure 1 Components of a typical OCR system

Optical Pre-

. . Classification
Scanning Processing

This paper compares the performance of four classifiers
applied to a small dataset which was created by the
researchers earlier. The classifiers adopted are Neural
Networks, Support Vector Machines (SVM), Rough Sets
Theory (RST) and Bayesian Networks (BN). The next
section provides the properties of Hungarian Handwriting
with reference to its challenges. In the following sections
the adopted dataset, feature extraction, classification
phases are explained and the results are provided. Finally
the conclusion is presented.

A. Properties of Hungarian Handwriting

Hungarian Language consists of 44 letters (Fig. 1).
Some Hungarian letters are the same as English letters,
however other letters have punctuation and some consist
of more than one letter. These characters of the language
generate a challenge for recognition purpose such as
removal of the punctuation at the noise removal phase.

Another challenge in recognizing Hungarian
handwriting is that in Hungary there is a tradition of using
cursive scripts. Cursive character of the handwriting
brings about the challenge to the segmentation phase.
However, this study does not include the segmentation of
the Hungarian handwriting. The dataset adopted is already
segmented into the characters. However, due to the nature
of cursive handwritings, the characters are not as readable
as in discretely written texts. The characters may be
distorted and written in a personal way which is not
clearly readable. In addition to the challenges, there are
not many studies conducted for the purpose of Hungarian
Handwriting Recognition.

o &l codds AABCCD D
dﬂo&e{q%’?\,mgg}_q%ﬂ
LLMmemJHKLMMN
oo o dngr Ny OOOOPQR
ﬁnLWw@was&I@uuuu
vow o x gz JUXNYZ D

Figure 2 Hungarian Alphabet [4]
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Il. DATASET

The adopted dataset was previously created by the
researchers. It includes 1750 characters (50 samples of 35
lower case Hungarian characters excluding the characters
which consist of more than one letter). Each character in
the data set is normalized to 28x28 pixels and in the
skeleton form as can be seen in the Figure 3.These
characters are the output of the previous stages of study
and in this study they are used as input of classification.

Figure 3 Sample characters from the dataset

In order to create the data set, Hungarian handwritings
were collected from multiple users on paper. Then the
papers were scanned with 300 dpi and saved in the png
format in order to avoid information loss. Consecutively,
the documents were pre-processed. Pre-processing phase
included binarization, skew correction, slant removal and
noise removal. Thereafter, the lines, words and characters
were segmented respectively. Finally, size of segmented
characters was normalized into 28x28 pixels.

I1l.  FEATURE EXTRACTION

In the feature extraction phase, significant features of a
character are extracted. The result of the classification is
directly affected by the features extracted since the
feature vectors are going to be the input for the classifier.
Therefore, it is crucial to extract the key features.

It is possible to group the features into three categories
namely distribution of points, structural analysis and
transformations and series expansions. In our work,
features were extracted using distribution of points and
structural analysis features.

A. Distribution of Points:

In this category, features are extracted based on the
statistical distribution of points. These features are
usually tolerant to distortions and style variations[5]. The
feature extraction techniques used in this study which are
based on distribution of points are represented below:
Projection Profiles: Profiles refer to the distance from
the border of the image until the next white pixel. An
example representation of projections of a character is
given in the Figure 4. In our work, left, right, top and
bottom profiles are used as feature vectors.

A

Figure 4 Right, left, top and bottom profiles of a character

Extremas of the character image: It returns the x and y
coordinates of the 8 extremas of the image namely top-
left, top-right, right-top, right-bottom, bottom-right,

bottom-left, left-bottom and left-top as can be seen in
Figure 5.

fop-Eft top-right
left- fap — _ right-top
left- batta m-— ~ tight-bottom
bottom-k bottom-right

Figure 5 Extremas

Center of gravity: The (x, y) values of the center of
gravity of the character image. In addition to those, the
distance between the bottom of the character and the y
coordinate of the center of gravity and the distance from
the left end of the character and x coordinate of the center
of gravity are also used as feature vectors.

Density: The density of the character image.

Area: Actual number of pixels in the region, returned as
a scalar.

The proportion of width and length: The result of
dividing the width of the character into the length of the
character.

Number of regional minimas and maximas: After
applying horizontal and vertical projections, the number
of regional maximas and regional minimas for both
vertical and horizontal projection are used as features.

B. Structural analysis

This type of features represents the geometric and
topological structures of a character. The most common
types include endpoints, loops and strokes[5][6]. It is
worth mentioning that these types of features are highly
affected by any noise in the data. As can be seen in Table
1 that any noise in the character image would cause a
change in the feature vector thus it is crucial for the
recognition that the data set is noise free. The feature
extraction techniques used in this study which are based
on the structural analysis are explained below:

Table 1 An example feature set of noise free character image and a
noisy character image

Character | #endpoints | #connected | #isolated
image components | small
areas
4 2 2
5 3 3

No of endpoints: It represents the number of pixels
having only 1 connected neighbor in an 8 connected
image.

No of branch points: It represents the number of pixels
having at least 3neighbors that are 1s in an 8 connected
image.

Euler number: The Euler number represents the total
number of objects in the image minus the total number of
holes in those objects.
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Number of loops: The vector represents the number of
holes in the image.

Number of small components: The feature vector
represents the number of isolated areas with the area
smaller than 7 in the character image.

Sum of the area of small components: It represents the
sum of all small components with less than 7 pixel area.
No of connected components: It represents the number
of connected components in the image.

IV. CLASSIFICATION

The data was classified by four classifiers namely, Neural
Networks, Support Vector Machines, Rough Sets Theory
and Bayesian Networks using WEKA machine learning
tool[15]. A brief explanation of the classifiers is given
below.

Neural Networks: Neural Network design which is made
of parallel interconnection of adaptive processors[7].
Since it has the parallel connections, it has a better
performance that the classical techniques. Additionally,
its adaptive nature provides a better adaptability to
changes in the data and an ease to learn the characteristics
of input signal[8]. The structure of a neural network
contains many nodes. The output of one node is input to
another, thus the final output is a result of complex
interaction of all nodes. Neural network architectures can
be classified into two major groups which are feed-
forward and feedback networks. In our work, the
multilayer perceptron of the feed forward networks is
adopted since it is the most popular for character
recognition purposes.

Support Vector Machines: SVM classifier carries out
the classification by mapping all the input data to a value
in a higher dimensional space. The data is classified by
coming up with an optimum N-dimensional hyper plane
which separates data into positive and negative
examples[9]. In our work SVM is used due to its ease of
implementation and high performance.

Rough Sets Theory: Rough Sets is a mathematical tool
which deals with uncertainty and vagueness[10]. The idea
is based on the assumption that with every object of the
universe of discourse, it is possible to associate some
information. Objects characterized by the same
information are indiscernible in view of the available
information about them. The indiscernibility relation
generated in this way forms the mathematical basis of the
theory. The rough sets theory provides a technique of
reasoning from imprecise data, discovering relationships
in data and generating decision rules[11]. Not requiring
any preliminary or additional information about data like
probability distributions in statistics is rough sets theory’s
main strength[12]. In our work, the RST was adopted due
to the above-mentioned strengths. Since the data set is
relatively small, we believe that RST may be a good
classifier in such conditions.

Bayesian Networks: Bayesian classifiers are the
statistical classifiers based on Bayes Theorem. They are

able to predict class membership probabilities such as the
probability that a given tuple belongs to a particular
class[13]. Bayesian networks are a model representing
uncertain knowledge about a complex phenomenon and
allowing real reasoning from data. They effectively
represent a domain of knowledge, as a causal graph,
permitting learning the dependency relationships that can
help us make decisions and manage all incomplete
data[14].

V. EXPERIMENTS AND RESULTS

The classification task was carried out with and without
applying feature selection. For the same data set, a
supervised feature selection algorithm provided by
WEKA is applied to the features. Additionally, the results
of the classification without any feature selection are also
given. Finally the recognition is performed with three
different cross validation values which are 5, 7 and 10
fold cross validation.

The classification accuracy and time taken to build the
model for each classifier are given in the Table 2 and
Table 3 respectively.

Table 2 Classification accuracies for different classifiers

No Feature Selection Feature Selection

10 10

5 fold | 7 fold fold 5 fold | 7 fold fold

91.1 92.5 92.1 95.0 95.4 95.6

SYMI o L e | ow | % | % | %

RST 86.1 88.8 88.1 88.4 91.1 90.3
% % % % % %

BN 89.0 88.8 89.4 95.8 96.0 95.4
% % % % % %

NN 92.2 92.9 92.7 96.6 96.8 96.6
% % % % % %

As provided in Table 2, Neural Networks give the highest
accuracy with and without feature extraction compare to
the other classifiers. It is followed by BN, SVM and RST
respectively. In addition to that, it is possible to say that
feature selection increases the accuracy as well as the
time taken to build the model. Finally, a 7 fold cross
validation appears to be the most suitable value for this
data set since it is fastest and provides the most accurate
classification results.

Table 3 Time taken to build the model (seconds)

No Feature Selection Feature Selection

7 10 10

5 fold fold fold 5 fold | 7 fold fold

SVM | 181 | 0,84 0,8 069 | 069 | 0,71
RST | 2101 | 198 | 20,02 | 14,09 | 10,95 | 11,52

BN 0,11 | 0,06 | 0,09 0,2 0,06 | 0,03

NN | 2301 | 2158 | 2265 | 1567 | 1452 | 1504

Although, NN gives the best accuracy, it is clearly the
slowest when it comes to the time taken to build. There is
almost 99% difference in speed with the second slowest
classifier RST. Although there is only about 1%
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difference in accuracy with the second best classifier, the
time taken to build the model is almost 99% times slower.

VI. CONCLUSION

Hungarian Handwriting recognition is a challenging field
considering the tradition of using cursive handwriting and
the letters with punctuations. In this study, we performed
a Hungarian Handwriting classification using a small data
set with four different classifiers. The results of the
different classifiers are compared in terms of their
performances.

Classification of handwritten characters includes several
crucial steps. It is possible to say that feature extraction is
one of the most important steps for the recognition of the
characters since the distinctive and characteristic features
must be extracted. In our work, several feature extraction
methods were adopted. Consecutively, the character
images from the data set were classified by four different
classifiers.

The results were interesting considering the difference in
the time taken to build different classifiers. NN
performed the best in terms of accuracy, followed by BN,
SVM and RST. However, NN was significantly slower
than any other classification with around 99% difference
in speed with the second slowest RST.

VIl. FUTURE WORK

A deeper understanding of the results of feature extraction
methods may be useful with representation of data such as
which method is more distinctive for which characters and
which characters are more likely to be misclassified.
Additionally, it would be beneficial to apply the same
method to a bigger data set. We believe the greater the
data set, the better the accuracies are going to be. For
example, RST was applied considering its nature to work
well with only a little data available. However, it
performed one of the poorest in both accuracy and time
taken to build the model. It would be necessary to
compare the differences with a bigger data set.
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Abstract—One way to improve the characteristics of data
transmission in wireless networks is to transition to the
optical wavelength range. This became possible with the
appearance of white LEDs used for lighting. Since 2011, the
new technology Visible Light Communication (VLC) is
rapidly developing - a technology that allows the light
source, in addition to lighting, to transmit information using
the same light signal. This technology can use LEDs at
speeds up to 500 Mbps. In the article, the amplitude-
frequency characteristics of light-emitting diodes of visible
light, the principle of their action and technical
characteristics necessary for constructing networks using
VLC technology are studied.

l. INTRODUCTION

Currently Wi-Fi is the most widely used data
communications technology, and using it helps setting up
local computer networks and allows connecting and
transmitting data to mobile devices. However, the
technology has limitations on data transfer rate related to
electromagnetic radiation wave length, and, based on
medial research, emission intensity near a router assuming
a large amount of users may have harmful effects on
human health. One way to improve data transfer
characteristics in wireless networks may be the conversion
to optical wavelength range. This was made possible by
the appearance of white LEDs used for lighting. Since
2011 a new technology of VLC (visible light
communication) has been rapidly progressing, the
technology allowing a light source to not only illuminate a
room, but also transfer information using the exact same
light signal [1]. VLC uses visible light in optical spectrum
(about 400-800 THz). This technology may utilize
fluorescent lamps for signaling at about 10 Kbit/s or LEDs
for signaling at about 500 Mbit/s. This project proposes
developing and creating a prototype of a new generation
data transfer wireless network Li-Fi (Light Fidelity or
Light-based Wi-Fi) based on an LED system used for
illuminating a room.

Since 2011 Harald Haas, optical wireless data
transmission specialist and a Professor at the University of
Edinburgh (Edinburgh, the United Kingdom), was
seriously advancing the new technology of wireless data
transmission through blinking light-emitting diode [2,3].
At that time the majority of university professors decided
that the idea was definitely interesting, but hardly

implementable. Four years later Haas has created the first
router that works according to his conception.

The technology was called Li-Fi. The new router
showed amazing capabilities. It surpassed Wi-Fi in speed
100 times. The new router achieved record data
transmission at 224 Gb/s in the laboratory conditions. The
test was performed by the Estonian company Velmenni in
the laboratory. Haas provided his first router with a solar
cell battery to make the network access offline. Currently
the router has stable data transfer rate at 10 Gb/s through
barely noticeable blinking LED [4].

In order to deliver the first serial systems to the
European market the Li-Fi inventor Harald Haas
consolidated his purecompany with Lucibel company to
collectively develop and effectively advance the
innovation closer to an average consumer in order to make
Li-Fi the main way to access the network for users.

The core of technology works according to the
following scheme. Three color channels of the miniature
LED. lamp (red, green, and blue) transmit data in parallel
up to 3.5Gb/s. As the result we can obtain 10Gb/s.
Turning on or off the light occurs at breakneck speed that
creates enormous aggregation of binary data.

This is called digital modulation with orthogonal
frequency-division multiplexing (OFDM), and it allows
transmitting millions of light beams with different
intensity per second.

Professor Haas demonstrates it with shower head
example that spouts strictly in parallel, the light in Li-Fi
system working much in the same way.

Meanwhile Chinese and German researches took an
interest in researching this topic. As far back as in 2011
the Germans could achieve data transmitting with record
rate 800Mb/s at 1.8m distance, and the Chinese connected
4 computers to the internet at 150 Mb/s speed rate.

Professor Haas accentuated that the light waves
technology is more reliable in terms of security than Wi-
Fi. It is known that it is easy to hack into the Wi-Fi
network from outside and intercept the files, since the
radio waves pass through the walls beyond premises.

In the meantime the Li-Fi traffic can theoretically be
captured only if you are in the same room, where the
transmitter and receiver are located, since the light can’t
pass through the walls. Thus a reliable barrier is set up for
the intruders, they won’t be able to hack or intercept
anything either from a street or even from the next room.
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But first and foremost the advantage of Li-Fi is in the high
speed rate and low power consumption (the standard
routers’ efficiency reaches 5% in the best case).

Definitely there are future prospects for the technology.
The visible light waves have very wide frequency band, it
is 4 times wider than the radio waves. There is no risk that
the networks become overloaded, it won’t lose either
speed rate or the network performance like with Wi-Fi [5].

The LEDs are widespread. The infrastructure is almost
here, and in addition the LEDs can fulfill dual roles - data
transmitter and source of light at the same time. But there
is still a question, how correct will the work of the system
be in the illuminated room or in the bright sunlight
condition.

Microcontroller

Yet the Developers have high hopes for VLC - for
visible light data transmission that is how this technology
is called in scientific terms [6].

The high speed rate of Li-Fi already allows to
successfully transmit video streams in HD quality, while
keeping up high power performance of the system [7].
Another advantage over Wi-Fi is the accuracy and
stability with the internet connection inside the buildings.
The weak and intermittent signal area problem is solved
due to the equalized LED transmitters distribution [8].

I1. REALLY MODEL OF ELECTRONIC DEVICES

The structural scheme of data transmission using an
LED lighting device is shown in Fig. 1.
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Figure 1. Structural scheme of data transmission system on VLC technology

The transmitting unit of the system consists of three
parts. Block (1) - preparing data in a specific format. We
use the microcontroller STM 32, which allows to match
the signal coming from the personal computer (PC) with
the lighting control system.

Block (2) - lighting control. This can be a standard
driver, built on the basis of the MAX16800 or
LM3404HV, which supports the dimming mode. You can
use the control scheme shown in Figure 2.

+7.5V

Block (3) - LED luminary. It consists of 4 LED strips,
each of which includes 8 Nichia LEDs connected in series
with 1W power.

The receiving unit also consists of three parts.
Photodetector (4) based on the photodiode array. Further,
a signal amplifier with a high-pass and low-pass filter and
a matching device (5). We also use the STM32
microcontroller (6).
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Figure 2. Schematic scheme of the device for transmitting sound with a white LED
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To demonstrate the work and test this scheme we
created model, a circuit diagram of which is shown in
Fig.2.

In this circuit, to control LED, we used an amplifier
assembled on transistor Q1, providing the necessary
current for the LED. We worked with transistor BC337
(originally with transistors 2N2222A, 2N4401).

For the transistor BC337, the nominal values of the
circuit elements: C1 = 2.2uF, R1 =4.7kQ, R2 = 1kQ. The
LED was used with a nominal value of 1W produced by
Nichia NCSL219B.

The authors have sufficiently well studied the lighting
characteristics of this LED. LED was used in the design of
luminaires and installation of LED systems for office
lighting [9].

The investigation of the frequency characteristics of this
LED showed (Fig. 3) that for a signal frequency of 250
kHz the signal does not change in amplitude. Further, a
decrease from the original signal to a level of 3dB at a
frequency of 3.4 MHz is observed. This means that data
transfer using LED in lighting systems will be limited to a
speed of 3.2 Mbit/s.

The photodiode BPW34S was used in the receiving
path. The amplifier is assembled on the LM386 chip. The
nominal elements of this amplifier: C2 = 10uF, C3 =
0.1pF, C4 = 250uF, C2 = 0,05uF, R3 = 10kQ, R4 = 10kQ.

For normal operation of the described scheme, it is
necessary to conduct studies in the room without daylight,
in order to remove the power supplies of the lighting
devices. Also, in bright sunlight, data transmission was
not possible.

If the input and output of this circuit are connected to
microcontrollers, as shown in Fig.1, then real-time audio
is transmitted from PC1 to PC2.

Microcontroller STM32F4 Discovery used to organize
the transfer of sound. The USB input was used for the
transmission channel. A signal from which it was
converted using a 24-bit DAC and entered the input of the
LED control circuit. An input-output port was used for the
receiving channel. The signal to the port came from the
amplifier after the low-pass filter C4. Then the signal was
digitized and transmitted via USB to a personal computer.

Structural scheme of the STM32F4 Discovery card is
shown in Fig. 4.
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Figure 3. Amplitude-frequency characteristic of a white LED
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Figure 4. Structural scheme STM32F4 Discovery

The choice of this board for the experiment was due to
the fact that this assembly has all the necessary
components for working with sound — Analog | / O port,
24-bit DAC connected to the audio connector, USB port
for data exchange with the computer. In addition, this
board has a low cost (less than $ 10). The appearance of
the STM32F4 Discovery card is shown in Fig. 5.
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3-axis accelerometer
Figure 5. The appearance of the STM32F4 Discovery board

The microcontroller control program is standard. An
example is the implementation carried out in [10, 11].
Distortions were almost absent when playing audio using
microcontrollers in real time. However, detailed studies of
the frequency characteristics of the transceiver-based
communication channel based on white light, set forth in
this work, were not carried out.

The appearance of the device assembled according to
the structural scheme is shown in Fig. 6. In addition,
headphones were used to control the sound quality, and a
notebook was used to analyze the frequency
characteristics of the LEDs, to program the
microcontroller and to monitor the operation of the entire
circuit.

The optimization of the placement of luminaries in the
room plays an important role for the stable transmission of
data using LED lighting devices. The decision of the task
of choosing lighting devices and the optimization of their
placement for uniform illumination of the room while
performing the required level of illumination of the
working surface of a particular room were published
authors in [12, 13].
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Figure 6. The appearance of the device

Calculations were carried out in DIALux and Statistica
programs, simulation of the distribution of illumination
was carried out in the MAT Lab program.

An example of the optimal placement of LED lamps for
a particular office space is shown in Fig. 7. Optimal
arrangement of lamps is not accidental. LED luminaires 1,
2, 8 and 9 have the highest luminous flux (3120 Im) and
are used as basic lighting devices. LED lamps 3, 4, 6, 7
have the smallest light flux (1980 Im) and are used to
illuminate unreached "dark™ areas of the room. The value
of the light flux of the LED luminaire 5 (2390 Im) is the
average between the values of other luminaires and is the
central lighting device.
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Figure 7.- The placement of LED lamps

After determining the location of the fixtures, a room
illumination map was drawn up at the level of the working
plane and a model of the distribution of illumination on
the working plane was constructed (Fig. 8). It can be seen
that the oscillation of the light intensity on the working
surface does not exceed 10%, which allows to say about
uniform illumination of the room.

LA 028

Figure 8. 3D model of the distribution of illumination on the working
plane of the room

This arrangement allows for a stable reception of the
signal at any point in the room.

CONCLUSION

The work demonstrates the transfer of data (sound)
from one computer to another using VLC technology,
while the implementation of the transfer is carried out
using a simple scheme and a common element base.

To increase the data transfer rate, it is necessary to use
the modulation of each color of the white LED. In this
case, the hardware that supports higher frequencies is
required as the transmitting receiving network. So for high
frequencies of the order of 100 MHz the sensitivity of the
LED falls by 12-13 dB. This circumstance indicates that
for data transmission it is necessary to use more powerful
LEDs or several LEDs in parallel.
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Abstract— In this paper the feasibility of combined use of
Sentinel-1 and Sentinel-1B images has been investigated by
applying them for detecting vertical surface deformation
due to a major earthquake event. The test event is the 24
August, 2016 event with Richter amplitude 6.2 in the
vicinity of Perugia. The use of the two different satellites
with identical technical parameters may be beneficial in the
temporal resolution of the derived images. Even though in
this study a successful application for the combination of the
two independent images for INSAR processing has been
demonstrated, it is just a case study, for a final proof more
elaborated investigations should be performed.

. INTRODUCTION

In April 03, 2014 a new era has begun in space geodesy
and remote sensing with the launch of the Sentinel-1A
satellite [1] starting a dedicated joint Copernicus program
of European Space Agency (ESA) and European Union
(EVU). The initial mission plans have contained three
Sentinel series (1-3) with three satellite each (A, B, C), but
afterwards a new satellite (Sentinel-1D) and three more
series (4-6) has been added to the mission, which are
scheduled to be launch after 2020 [2].

In this paper measurements of Sentinel-1A and
Sentinel-1B  have been used. The main technical
parameters are listed in Table 1 based on [1].

Apogee: 693 km

Orbit regime: SSO (Sun-synchronous Orbit)

Inclination 98.2°

Period: 98.6 minutes

Repeat interval: | 12 days

Mission 7 vyears planned, 12 years of

duration: consumables

Mission atmosphere-, marine- and land-

objectives: monitoring, climate change,
emergency management  and
security.

Launch: 03-04-2014 (1A) and 25-04-2016

(1B) from Guyana Space Center.

Table 1. Sentinel-1A and B technical parameters [1]

Using the state-of-the-art vertical monitoring method,
the Synthetic Aperture Radar Interferometry (InSAR)
technology [3], a wide area of applications ranging from

monitoring vertical displacement of discrete points,
through monitoring movements of buildings, to
observation of crustal movements on continental scale
becomes feasible [4]. The SAR technology is an active
remote sensing method [5], and as such, it is independent
from the daytime cycle. The satellite radar interferometry
is based on comparing one or more radar image. Using the
phase values of the images, phase differences can be
derived, which are then interfered at the steady (i.e. being
in no motion) areas. Based on the interferences, an
interferogram can be deduced to estimate the amount of
vertical movement at the area of interest [6].

Il.  CASE STUDY: PERUGIAN EARTHQUAKE

The source of the Italian earthquakes is the subduction
of the African plate under the Eurasian plate. These two
plates are converging every year 2 cm to each other,
causing smaller earthquakes almost constantly in the
Italian peninsula. This motion has created the Alpine
mountain range in the past, and will result in a total merge
of the two continents in the future, diminishing the
Mediterranean Sea eventually.

Figure 1. Location of Perugia

On 2016-08-24 an earthquake magnitude of 6.2 on
Richter-scale shook the area of Perugia, 140 km North-
East from Rome, c.f. Figure 1. Actually, several tremors
been occurred within few hours as it is indicated by the
purple circles on Figure 2, displaying seismic events
according to the event catalog of the IRIS (Incorporated
Research Institutions for Seismology) on that day [7].
Around Perugia as a consequence of these quakes some
faults have appeared, manifesting that the area built on a
very active part of Italy. [8]

-61 -



AIS 2017 « 12th International Symposium on Applied Informatics and Related Areas * November 9, 2017 « Székesfehérvar, Hungary

Sensing period: 2016/08/21-2016/08/27

Satellite Platform: S1A_* or S1B_*

Product Type: SLC

A, Polarization: W

| Relative Orbit Number: 117

IIl.  DATA PROCESSING

The first step before any actual processing is to acquire
the data to work with. The source of data of this study is
the Sentinel Scientific Data Hub site, operated by ESA
(c.f. Figure 3). The processing software is also provided
by ESA developed by Brockmann Consult, Array Systems
Computing and C-S. This software is designed to process
images captured by any Sentinel satellites. [9]

During the selection of the proper images the first step
is to decide on the use of data type, SLC or GRD data.
The SLC contains phase and amplitude values, while the
GRD contains amplitude only. As for INSAR deformation
monitoring phase information is also required, the SLC
data were used.

Before the launch of Sentinel-1B it was essential to use
images 12 days apart from each other, since this is the
time period, when the satellite returns to the same position
in every 175 full orbit [3], delivering appropriate pairs of
images for processing. But since then, there are two
Sentinel-1 satellites theoretically images from different
satellites can be processed, because it would halve the
time when satellites are in the same position, and could
double the number of the suitable images.

After the image positions are selected, the polarization
to be used should be decided. Usually the most reliable
information on vertical deformation can be derived from
the vertical-vertical (abbr. VV) polarization [10].

For this study two images were selected, a search for
data has been performed for the 21 to 27 of August, 2016
period in the vicinity of the event, c.f. Table 2. There have
been five images found (c.f. Table 3, Figure 4). Among
them two images have been observed on ascending orbit
(one 1A and one 1B), and the remaining three images on
descending orbit (two 1A and one 1B).

€sa coeme bemicus Open Acces: 20 n

Figare 3. Scientific Data Hub

Table 2. Search parameters

Satellite Orbit Date Time
S1A desc. 2016-08-27 | 17:05:42.593
SiB desc. 2016-08-27 | 05:10:35.191
S1A asc. 2016-08-26 | 05:19:22.305
S1B asc. 2016-08-21 | 17:05:09.646
S1A desc. 2016-08-21 | 05:11:16.928

Table 3. Search results
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Figure 4. Search results and their positions

On figure 4 the two images, which were finally the
source of the processing are highlighted. There were
attempts processing the other three images. According to
the tests it appeared that if the area of interest is close to
the edge of the overlapping area, i.e. in the 10% border
zone, then no vertical changes can be detected on the
interferogram. Also, it turned out that images from
descending and ascending orbits cannot be combined
regardless the source of the image, i.e. identical or
different satellites.

Two images a Sentinel-1A image on 2016-08-21 and a
Sentinel-1B image on 2016-08-27 has been used:

e S1A_IW_SLC__1SDV_20160827T170542_201
60827T170609_012789_014270_BIC6

e SIB_IW_SLC__1SDV_20160821T170509_201
60821T170538_001718_002770_6482
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The main processing software was the Sentinel-1
Toolbox of the SNAP software, apart from the
determination of the vertical deformation map from the
interferogram, which can be performed in an independent
step with the use of the Statistical-Cost, Network-Flow
Algorithm for Phase Unwrapping (SNAPHU) program,
every other step was performed by it.

The steps of the workflow can be seen below, c.f.
Figure 5.

S1 TOPS Coregistration
Interferogram formation
S1 Tops Deburst
Topographic phase removal
Goldstein Phase Filtering
Phase Unwrapping
Snaphu export
Unwrapping
Snaphu import
Phase to Displacement

Update Geo Reference

Terrain (Ellipsoid) Correction (dopler)

Figure 5. Processing workflow

During the first, S1 TOPS Coregistration step, the
master and slave images has been chosen. Every image
file (ref frame on Figure 6) contains three subsequent Sub-
swaths (middle white frame on Figure 6), thus another
selection has been made to choose that which part is the
area should be processed. If necessary, the location can
further be narrowed by using the tool Bursts (small white
frames on Figure 6).

& S1TOPS Coregistration X

Read Read(2) TOPSAR-Spiit TOPSAR-Spit(2) Apply-Orbit-File Apply-Orbit-File(2) Back-Geocoding Write
Subswath: |12

|Polarisations: vH

Bursts: 4to8

» Kl

Figure 6. S1 TOPS Coregistration step with Sub-swaths and Bursts

The results are the intersecting parts of two datasets in
the same position, as shown below c.f. Figure 7 and 8.

Figure 7. Bursts of master image

Figure 8. Bursts of slave image

In the next step, the Interferogram formation, the
following corrections are applied [11]:

- Agna: phase correction for the Earth curvature
(often named as flat Earth phase),

- Adeievation: phase correction due to topography,

- Addisplacement: SUrface deformation correction,

- Adamosphere phase correction accounting for
atmospheric differences,

- Ag¢noise: phase noise correction generated by
temporal change of the scatterers, varying look
angle, and volume scattering.

The corrections are simply summed to a correction
term, Ag

bp = A@spe + 0@ simiaceen: T APormosphere T 4Pnoize

where:
— _Ar Bas
ﬂ‘?fl’at__ 1 Rtan®
A SoK e
Pelgvarion = ~ g '_:z" i

4
":"‘Pdl's_u laceent — T 7 d

In these equations B, is the normal baseline, Ry is the
radar-target distance Ag is altitude difference, s is slant
range displacement and 0 is the radiation incidence angle
with respect to the reference. (For the geometrical
representation of some of these quantities, see Figure 9.)
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Interferometer baseline

Perpendicnlar haseline

Ground range

N
R Slant range
N 2

Figure 9. Sketch of the geometry of observing \Xlith a SAR satellite
for the use of the INSAR technology. [12]

The S1 Tops Deburst function eliminates the
horizontal lines on the images by merging the neighboring
stripes.

To get an image where only the deformations remain,
the topography effects must be subtracted by using the
Topographic Phase Removal function (c.f. Figure 10.).

Figure 10. Phase image without topographic effects (red=0 blue=2x).

On the aforementioned figure (Figure 10.) the dotted
nature is the consequence of the lack of coherence.
Coherence loss can be occurred due to temporal and
geometric  decorrelations, volume scattering and
processing errors. To reduce this noise, a filter should be
applied. In the SNAP program this filter applies the
Goldstein method, and the function utilized is the

Goldstein Phase Filtering. The results of the filtering are
shown on Figure 11.

Figure 11. Phases after the Goldstein filter has been applied (red=0
blue=2x)

The improvements are conspicuous between the two
processing states (Figure 10 vs. Figure 11.) The results are
ambiguous since the values in every pixel are between 0
and 2z In order to interpret the results for engineering
purposes, the displacement values in meter dimension are
preferred. In order to achieve this, a so-called Phase
Unwrapping step should be applied. This is the step,
which can be done in a separate software (SNAPHU)
dedicated to this task. Phase unwrapping solves this
ambiguity problem by integrating phase difference
between pixels next to each other. (c.f. Figure 12.) [1]

Phase Phase

10x

8x

6

4n

21 21

Phase

y [S—

wrapped phase y unwrapped phase 0. 2

Figure 12. Phases before and after unwrapping. [1]

Subsequently, the Phase to Displacement function can
be used for obtaining vertical displacement values as
distances.

The two final steps, the Update Geo Reference and the
Ellipsoid Correction is needed in order to transform the
results into geographically correct coordinate system. (c.f.
Figure 13.)
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Figure 13. The displacement results in geographically correct position

-64 -



AIS 2017 « 12th International Symposium on Applied Informatics and Related Areas * November 9, 2017 « Székesfehérvar, Hungary

IV. RESULTS

In the study an attempt has been done to combined use
of Sentinel-1A and Sentinel-1B images. For the purpose a
major earthquake has been analyzed as a case study.
According to the investigations it was found that

(1) If the area of interest is close to the edge of the
overlapping area, i.e. in the 10% border zone, then
no vertical changes can be detected on the
interferogram.

(2) Images from descending and ascending orbits
cannot be combined regardless the source of the
image, i.e. identical or different satellites.

(3) Images of different satellites, 1A and 1B (with
both being on ascending orbit) could efficiently be
used for vertical deformation analysis.

The successful processing of 1A and 1B satellites
ascending images has led to comparable results with other
studies. According to our investigation, on the 24th of
August, 2016, the area of Perugia due to the earthquake
has been sunk about 14-15 cm. In a similar study
published on Geo-Sentinel website [13], a subsidence of
20 c¢cm has been determined. The difference arises from the
different data they used, the different processing software,
which involves several differences of processing, such as
phase filtering method, or correction models.

The vertical changes follow the tectonic lines, in the
lower areas subsidence, in the higher areas uplift can be
detected, so the motions are consistent to the topography.
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Abstract—Modern CNC machines and robots usually work
according to a certain program. External control can also be
applied manually. However, during the execution of the task,
there may be situations when adjusting the task is necessary.
This work is devoted to the management and adjustment of
mechatronic devices using computer vision. This paper
describes the approach for quantifying loss of quality (in
information value) of digital images when modifying their
size.

. INTRODUCTION

The industrial manufacturing of products from various
materials is always accompanied by a certain degree of
defect caused by various inadequacies in shape, hidden
imperfections manifested during processing, as well as
unfitness of work surfaces of the finished products to
normal operation in the future.

Until recently, the implementation of quality control
required, and in many enterprises still requires, the
presence of controllers who carry out the evaluation
visually. The process of sorting parts or products subject to
control (with human participation) must be carried out
directly on the production line in real time regardless of the
production rate.

At present, a number of solutions for automated visual
quality control in production are present in the market.
Among the companies that represent solutions in this area
are SICK [1, 2], Siemens [3], National Instruments [4],
Microscan [5], Cognex [6], Sensopart [7], Barco [8] etc.

Foreign researchers such as T. Maenpaa [9], M.
Pietikainen [10], A. Ahonen [11], T. Ojala [12], R. Haralick
[13], H. Kauppinen [14], as well as researchers from CIS
countries I.LA. Kudinov [15], S.M. Sokolov [16], A.M.
Bondarenko [17] all have made a big impact in this sphere.

The transition to automatic quality control is inevitable
and requires not only the creation of special equipment, but
also the development of appropriate mathematical and
software systems for information processing. The
application of said systems to automation of quality control
can significantly improve the manufacturing efficiency.

Manufactured parts made by milling, grinding, as well as
casting or stamping, may not be suitable for further use.
This may be due to a mismatch of geometric characteristics,
such as the contour, shape, dimensions of the part, or
because the work surfaces do not meet the requirements for
accuracy and presence of defects. The task of image

analysis is finding and recognizing all kinds of surfaces that
are subject to control.

When analyzing such images, several types of problems
arise, each of the problems requiring a definite solution.
First, there are tasks associated with the preparatory stages.
These include correct identification of areas of interest, the
separation of surface of the part from the background
(segmentation)  [18], detection of textures and
homogeneous areas. Secondly, these are problems relating
directly to the analysis of surfaces, such as precise
assessment of the surface type based on its texture and
recognition of textures pertaining to different surfaces.

Real-time processing can be divided into two tasks: the
main task of recording and storing images, and the task of
processing images for information required for adjustments
to the robot and to the production line.

In conditions of continuous recording and quality control
of the production process based on image data, a memory
overflow happens in the management system after some
time. This paper proposes the use of new image
compression algorithms to allow for the real-time
processing of data from the production line, and thus also
for the adjustments to the operation of the robot based on
the appearance of new factors affecting the quality of
production.

This paper describes the approach to quantifying the loss
of quality (in information value) of digital images when
modifying their size. Real-world practice of image analysis
suggests that for most digital images a linear decrease in
their size up to a certain threshold does not lead to the loss
of required information. This is possible due to the uniform
scaling of all informative elements of the image.

Il. METHODS OF AUTOMATED ACQUISITION OF DIGITAL
IMAGES

The automated acquisition of micrographs requires an
automated microscope containing a motorized specimen
stage, a mechanism to change the filters, a focusing
mechanism and a revolver to change lenses. Typically, in
these kinds of tasks the manufacturer's software is
responsible for the control of the motorized units of the
microscope. Simplified classification of microscopic
cameras is shown in Figure 1. The preferable configuration
is a trinocular microscope, with a camera that does not
require an optical adapter and with a digital interface USB,
controlled by a computer and supporting TWAIN.
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The process of obtaining images can be carried out either
without an operator, such as in the case of a fully automated
microscope, or with the participation of an operator. In case
of an automated microscope, the software fully controls the
microscope and image analysis starts after recording the
photo into the memory of a computer. It is a requirement
for an analysis program that the results are collected to a
database accessible over the LAN. From the database, the
results will be read by a SCADA-system, and the system
will make decisions based on it [19].

(amera

Figure 1. Classification of microscopic cameras

In case of a partially automated or non-automated
microscope, the operator is responsible for changing the
samples, the selection of the microscope objective, taking a
photo to preserve on a workstation, running the image
analysis. As in the previous case, the analysis program is
required to enter the results into a database, where a
SCADA-system can use it, and the system makes decisions
[20].

I11. METHODS OF REDUCTION OF IMAGES OF THE
TECHNOLOGICAL PROCESS

In automated recognition systems, the following
methods of reduction are commonly implemented [21]:

- None. There is no interpolation as such, the document
sends the raw camera footage. Since there is no
interpolation, you can expect high FPS rates: nothing slows
it down.

- Nearest Neighbor specifies nearest-neighbor
interpolation. The fastest method of interpolation that
provides the image of the lowest quality compared to other
interpolation algorithms.

- Bilinear specifies bilinear interpolation. No prefiltering
is done. This mode is not suitable for shrinking an image
below 50 percent of its original size.

- High Quality Bilinear specifies high-quality, bilinear
interpolation. Prefiltering is performed to ensure high-
quality reduction. A relatively fast interpolation method.
The resulting image is really competitive.

- Bicubic specifies bicubic interpolation. No prefiltering
is done. This mode is not suitable for shrinking an image
below 25 percent of its original size.

- High Quality Bicubic specifies high-quality, bicubic
interpolation. Prefiltering is performed to ensure high-
quality reduction. This mode ensures the highest quality of
the transformed images [22].

- WinScale algorithm for scaling images using the pixel
model based on their area. The algorithm has low
complexity: it uses no more than four pixels of the original
image to calculate one pixel of the received image. The
algorithm has a good performance — the output image has
smooth edges, and the blur is variable [23].

To shrink an image, groups of pixels in the original
image must be mapped to single pixels in the smaller
image. The effectiveness of the algorithms that perform
these mappings determines the quality of a scaled
image. Algorithms that produce higher-quality scaled
images tend to require more processing time.In the
preceding list, Nearest Neighbor is the lowest-quality mode
and High Quality Bicubic is the highest-quality mode [10].
WinScale algorithm results in the same quality as a bilinear
algorithm in conditions of comparable complexity.

Based on the above, you would want to use the bicubic
interpolation algorithm for scaling the image, considered
the most optimal from the point of view of qualitative
evaluation of the modified images and well-supported in all
GPUs.

We propose two approaches to evaluating the reduction
algorithms mentioned in this paper: comparative evaluation
of the standard mean square error variance of the original
and reduced images within a sliding window, and
histogram evaluation [24].

IV. REDUCTION ALGORITHM BASED ON THE STANDARD
MEAN SQUARE ERROR VARIANCE

The criterion is based on segmentation of the images into
the same number of regions (disjoint windows), according
to the selected step of segmentation, and calculating the
root mean square error of brightness dispersion inside the
window for the source and reduced images.

This algorithm consists of the following steps:

1) Original image is divided into square areas of equal
size (the grid is superimposed on an original image);

2) Calculate the average intensity of every region (sum
up intensity for every pixel and divide by the number of
pixels);

3) For each region variance is calculated by the formula

L)
Dyj=——3¥m, 5n, (1)

mn

where M, N are dimensions of the original image in
pixels, m, n are dimensions of the selected windows in
pixels, L, is the brightness of a pixel with coordinates
(x.y), M; ; is the average brightness within the window with
coordinates (i,j);

4) Reduce the original image, and repeat steps 2 — 3. The
scale and the variance value are recorded at each iteration
of the cyc