
 

AIS 2017 

 
12th International Symposium 

on Applied Informatics and Related Areas 

organized in the frame of 

Hungarian Science Festival 2017 

by Óbuda University 

 

 

PROCEEDINGS 

 

 
November 9, 2017 

Székesfehérvár, Hungary 

 

 

 

 

ISBN 978-963-449-032-6 



Adaptive Case Management and Dynamic 

Business Process Modeling  

A proposal for document-centric and formal ap- 

proach  

Bálint Molnár*, Khawla Bouafia**  
*, **

Information Systems Department, Eötvös Loránd University, ELTE, Budapest, Hungary 

 molnarba@inf.elte.hu, bouafia@inf.elte.hu  

  

Abstract—The modern Information Systems (IS) serve a 
dynamically changing organization environment with 
actual business processes (BPs) and documents in meat-
space and with their representation within cyberspace.  The 
challenge of the modeling is to track the continuous changes 
that bear on documents and flow structure of BPs.    

The traditional approaches for dynamic process modeling 
take into account the design phase and operational phase 
within life cycles of both documents and BPs.  However, the 
most recent management science approaches as agile 
company, lean management etc.  enforce that the 
enhancements should start at the analysis phase and then the 
required modifications embodying in the structure of 
processes and organization should cascade through the 
design and operational phase in consistent and integrated 
way.  As the documents and processes are strongly coupled 
to each other, a framework is needed that can reconcile the 
heterogenous views and models into a unified one and this 
framework should be grounded in a mathematically sound 
theory.  The hypergraph as a mathematical structure is very 
flexible thereby it offers the opportunity for unified and 
uniform handling of models and providing solutions for 
representing and controlling of dynamic processes in the 
major “seasons” of their life cycles.    

Keywords: IS modeling, document-centric modeling, 
IS architecture, Zachman framework, hypergraphs, 
business process (BP) modeling, dynamic process 
modeling.    

I. INTRODUCTION  

Most recently, the rapidly changing business 
environment and thereby originated adaptivity 
requirement against Business IS led to the agile business 
approach as a management science philosophy.  The 
agility at enterprise level results in continuously changing 
BPs.  The agility is enforced by trends in the 
organizational environment caused by market or 
authorities in time dimension.   For that reason, a modeling 
framework that should track the changes should consider 
the requirements for functions in time dimensions.  In an 
IS environment, the changes can be captured in the form 
of data items, data collections, documents and structure of 
processes.  The models should grasp the various views and 
perspectives of the functioning enterprise exploiting the 
service of IS [27].  At the organization and strategic  

 

planning level, the overarching demand for 
modifications appears then the business and system 
analyst should understand the essence of amendments, 
and then the analysts should create an adequate 
representation.  The representation at business analysis 
and process level should take into account the demands 
for changes at the data perspective.  As the requirement 
for changes at data perspective can be perceived as 
modification in the structure of documents, collections of 
data and database schemas.  The intimate interrelationship 
between documents and BPs can assist to deduce the 
requirements for changes dynamically.  The documents 
function as inputs and outputs for processes so that the 
changes in document and data structures can be used to 
identify the requirements for changes in BPs.    

Consequently, the demand for structural modification in 
documents and collections of data makes necessary a 
discovery mechanism that pinpoints the models and their 
scopes where the enhancements should be accomplished 
while the consistency, integrity and security objectives 
should be sustained.  This approach is in concert with agile 
enterprise management, agile system development and 
system operations methodologies.    

As motivating example, we may use an e-public 
administration example where the documents containing 
description for legal procedural rules may change by law or 
by regulatory authorities [20].  The legal procedural rules 
contain prescriptions on the structures and variables /data 
fields of generic documents.  The variables are valuated and 
bounded to specific data items during processing till the 
specific document achieves the finalized, ultimately the 
ground document status[17][21].  A certain set of 
procedural rules are mapped onto rules embedded into 
intentional document types, another set of procedural rules 
can be organized into structures of generic BPs.  The 
codified changes of legal procedural rules at public 
administration level initiate changes for intentional 
document types and in a coherent way for structure and 
components of BP.  The  BPs of public administration are 
supported by workflows as a kind of operationalized BPs 
with interaction of human roles.    
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In Section 2, we provide a brief overview of the related 
literature.  In Section 3, we describe the formal and 
mathematical background that assist in representing 
documents, data structure and processes, moreover we 
describe the proposed approach, and then in Section 4 we 
conclude our research and discuss the results and the 
planned research in future.    

II. LITERATURE REVIEW  

The concept of dynamic processes and its definition is 
widely differing.  Generally, the definitions refer to 
changes within the external and internal environment, 
and the consequences can be traced through adding, 
deleting, replacing components representing activities 
[1].  The alteration at organizational level will be realized 
at operational level, neither the cascading effects on 
elements of the process nor on other processes, and nor 
on the interrelationships between processes are 
discussed.  Reference [1] follow a similar track, the 
changes can be accomplished at operational level on the 
structure of the workflow and instance of a single 
process, however the modifications of content and 
business logic included in the activities are not analyzed.  
Jain et al.  [10] examine the impact of internal changes 
on BPs and the capability of the processes to adapt 
themselves to the changing environment; the externally 
initiated alterations are not considered.  Hermosillo et al.  
[18] postulate that processes should be capable for 
dynamic adaptation to different scenarios, although the 
method for adaptation cannot be exhibited in detail.  
Mejia et al.  [15] outlines an approach for dynamic 
adaptation based on Even-Condition-Action 
methodology, and proposes a rule-based approach, 
nonetheless the focus of the paper on a context-aware 
adaptation at operational level based on rules.    

The use of semi-structured, active XML documents 
and a disciplined design approach are discussed in [14] 
to construct IS form the viewpoint of active documents.  
Another paper [2] presents a design methodology for a 
systematic design process to organize and maintain large 
amounts of data in a Web site based IS through a 
hypermedia design methodology.  For the design of 
large-scale IS based on web applications and web 
services, Reference [24]contains a method.    

Beside the different analysis and design model for IS 
that underlie of BP Models and workflow, the concept of 
architectural approach is that plays a relevant role that 
can be used in model creation.  The various architectures 
for IS have been used to assist in understanding the 
relationship between the different perspectives, aspects, 
components and single models [5][23][27].  Zachman 
architectures developed for IS in enterprise, TOGAF is 
developed by Open Group for software systems within 
companies.  TOGAF method contains two main parts: 
The Architecture Development Method (ADM) and the 
Foundation Architecture with generic functions/services 
on which specific architectures and building blocks can 
be built[5].    

Joeris [12]proposed a document based approach for 
modeling control and data flow for business activities 
and data interchange among them.  Wewers et al.  [25] 
present a system that supports a framework for inter-

organizational, document oriented workflow.  The 
alignment and fitting between BPs and organization can 
be analyzed on the base of ontologies and semantic 
approaches[13].    

The artifact-centric BP model uses three basic concepts: 
artifact classes, tasks, and business rules [6][26].  The tasks 
handle the artifacts, the business rules govern which tasks 
should be triggered and which artifacts will be manipulated 
[8] [9].    

The document-centric approach in concert with BP 
representation is analyzed in several papers.  The models for 
data, documents and processes can be represented in unified 
framework based on graph-theoretical approach, the 
hypergraph as a lingua franca for models seems to be 
suitable for this purpose [16][17][19].    

A. The theoretical background for unified 

representation  

The BPs exist in a complex environment of IS.  The 
representations of processes and interrelated elements 
enforces an enterprise architecture (EA) based approach 
with multitude of models.  To sustain such a complex 
environment through the whole life cycle of IS, a formalized 
but flexible modeling method is required.  The document 
centric approach with process-oriented perception provides 
an opportunity that can be exploited by formalized 
description that are grounded in mathematics.    

B. Documents as drivers for modeling BPs  

The data collection that is tightly coupled to the dynamic 
BP can be grasped by the concept of documents[17].  We 
should define a document type hierarchy.  The basic 
approach is that, the evolution of the originally unbounded 
fields, variables within document can represent the status of 
the actual documents.  We may imagine that there is an 
overarching document that includes any document types 
and data items in a concrete enterprise.  The generic types 
consist of this overarching enterprise document.  The 
generic document type can be modelled as semi-structured 
XML, by document object model approach, or any other 
appropriate way[11], thereby a generic document type 
includes classes of documents that can be generated by 
exploiting either structure or rules that are codified into the 
generic type.  The document types that are created out of a 
generic document type can be instantiated into free 
documents that contains free variables, or unbounded fields 
that are not yet valuated during manipulation of documents.  
The free documents can be perceived as free-tuples of 
tableaux or tableaux queries [3].  A specific type of 
documents is the intentional document types that are part of 
a generic document type, they compose hierarchy of 
document types, the specific property of intentional 
document types that there are rules that are attached to parts 
of the internal structure.   The rules provide tools to modify 
and adapt the structure of the documents in concert with the 
actual task during the flow of activities within a BP.    

C. Hypergraphs as sound ground for modeling 

The hypergraphs, especially the generalized hypergraphs 
provide a flexible structure to describe complex 
relationships that can be explored among models during 
analysis and design of IS.  A hypergraph is a pair (V, E) of 
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a finite set V = {v1,.  .  .  , vn} and a set E of nonempty subsets 
of V.  The elements of V are called vertices; the elements of 
E are called edges The generalized hypergraph allows that 
hyperedges as nodes can be included in other hyperedge but 
the contained hyperedge should be different from the 
container hyperedge.    

Definition 1.  “The concept of the directed hypergraphs 
is an ordered pair of vertices and hyperarcs that are 
directed hyperedges”, i.  e.  each hyperarc is an ordered 
pair that contains a tail         and a head          of [7].    

(1)  

The enterprise, BP, document and data architecture can 
be represented by a unified modeling framework.  This 
approach offers the chance to capture the essential and 
critical modeling issues of dynamic BPs [17][21].    

 D.  Modeling Dynamic BPs  

The deployments into production environment of 
changes in BPs results in high failure rates.  The cause of 
this phenomenon is attributed to the inability to predict the 
outcome of the exercise without implementing the change 
in the physical environment.    

Definition 2.  “BP is a collection of activities that takes 
kinds of input (one or more) and creates an output that is 
of value to the customer.  Or a set of activities undertaken 
in a specific objective.  The responsibility for execution of 
the activities (all or part) by an actor represents a role” 
[28][29] . 

Users are assigned to roles to scope of delegated power, 
and to a set of tasks to be executed.  The role within an 
organization is an abstraction, in fact a group of people 
may belong to a single role to avoid any bottleneck and 
enable distribution of tasks.  This objective is achievable 
through information and communication technology 
(ICT) and automatization of Information Management.   A 
BP model consists of a set of models that connected 
through complex relationships having integrity, 
consistency, security and logical constraints associated to 
them.   This perception of BP model corresponds to the 
principles of EA and analysis methods of IS The above-
mentioned hypergraph representation provides the 
opportunity for representing each single model with its 
cross-references and constraints in a flexible way that can 
be handled by tools grounded in graph-theory.  This 
modeling environment yields the chance that the results of 
analysis may flow through the various layers of models till 
the implementation and operation season smoothly.    

Definition 3.  “BP model is an abstraction of the way 
how the working systems and individuals have to meet a 
business need that is described in a standard for business 
procedures, and a representation of knowledge and 
expertise of the practice of the profession”.    

A BP model is a kind of map that governs the course of 
the job from beginning to the end.    

– It is the basis for process improvement which 
allows a better understanding of the process.    

– It serves as a basis for decision support, affects the 
decision on setting priorities objectives, serves as the basis 
for resources.      

– It allows to anticipate changes and developments.      

– Even if it does not provide all the answers, it 
provides a vision of the strategy followed by the company.   
– Verification: process models are analyzed to find errors in 
systems or procedures (e.  g.  potential deadlocks).    

– Performance analysis: techniques like simulation 
can be used to understand the factors influencing response 
times, service levels.    

– Configuration: models can be used to configure a 
system.    

 E.  Existing models for representing BP  

Designers use models to represent BPs in a graphical 
way.  Models require to formalize the process by using 
formal methods and visual languages.  We will describe and 
analyze each relevant model from the literature that can be 
used for representation of BPs in a hypergraph.    

The classical Petri net was invented by Carl Adam Petri 
in the sixties [31].  Since then it has been used to model and 
analyze all kinds of processes with applications ranging 
from communication protocols, hardware, and embedded 
systems to flexible manufacturing systems, user interaction.  
In the last two decades, the classical Petri net has been 
extended with color, time and hierarchy [30][31].  These 
extensions facilitate the modeling of complex processes 
where data and time are important factors.    

Finite State Machines (FSM)  is a well-known modeling 
method in the formal specification systems.  A FSM is a 
behavioral model that contains a finite number of states.  
The states are called : the initial -state, end-state and  other 
for representing transitions.    

Unified Modeling Language (UML) [32] offers 
specialized diagrams (including diagrams of activity 
diagram, sequence diagram, class diagram, state charts etc.) 
each having a specific function.  The UML Activity 
Diagrams can be used to model BPs [33], to model the logic 
of the use cases or user scenarios, or to model a participant 
of the business with the related business activities and 
business logic [34].  The UML Activity Diagrams can 
model the internal logic of complex operations.  The UML 
Activity Diagrams are the object oriented (OO) equivalent 
to the data flow and flowchart diagrams that are used 
structured development methods.    

Business Process Execution Language (BPEL)  [35] is a 
standardized language for specifying the behavior of a  BP 
based on interactions between a process and its service 
partners.  It defines how multiple service interactions Web 
Service Description Language (WSDL) document through 
a set of operations and messages that can be dealt with.  A 
BPEL process uses a set of variables to represent the 
messages exchanged between partners.  They also represent 
the state of the BP.  WSDL document through a set of 
operations and messages that can be dealt with.  A BPEL 
process uses a set of variables to represent the messages 
exchanged between partners.  They also represent the state 
of the business process.    

Business Process Modeling Notation (BPMN) [36]used 
to model BPs and a basic ontology to represent domain 
information model entities.  BPMN create a standard to 
bridge the gap between design and implementation of BPs.   
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  BPMN provides a visual language in the form of 
graphical notation for defining BPs in a diagram.  BPMN 
is a defacto standard language for describing BP, 
especially at the level of domain analysis and high-level 
system design.  A growing number of process design, 
EA, and workflow automation tools provide modeling 
environments for BPMN.    

In computer science, the process algebras (or process 
calculi) are a diverse family of related approaches for 
formally modeling concurrent systems.  Process algebras 
provide a tool for the high-level description of 
interactions, communications, and synchronizations 
between a collection of independent agents or 
processes[37].    

 F.  Models Comparison  

There are numerous BP model in the literature.  To see  the 

similarities and the discrepancies we may use three 

viewpoints in comparison.    

1. Semantic: taking into account the meaning of 
model and element labels and comments.    

2. Syntactic: taking into account the types of 
modeling languages and language elements.    

3. Structural: taking into account the model 
structure.   From this table:  

• Petri net has a simple structure and it is easy to 
analyze, simple Petri nets are good for testing the model.   
But low-level net is not suitable for performance analysis.   
To enable this functionality, we need to use time and color.    

• Petri net is a “graphical and mathematical tool of 
modeling discrete event dynamic systems”[43].  which 
applied in simulation of discrete-event dynamic systems.    

• FSM are easy to understand by users and popular 
and widespread tools it is suitable for describing reactive 
behavior and dynamic systems and also used for 
performance control services.    

• UML Activity diagrams and BPMN are quite 
similar technologies and they are suitable for static 
modeling of BPs.  But BPMN is more suitable and has much 
more representational power, this is because UML covers 
all layers of EA, while BPMN is specifically BP and 

TABLE I. 

 

Criteria   

Semantic  Syntactic  Structural  

 

Formal semantics: in classical Petri net and several enhancements 

(color, time, hierarchy).    
Operational semantics: described in terms of tokens in  places in of  

Petri net [38] .  Petri nets have an exact mathematical definition of 

their execution s!antics, with a well-developed mathematical theory 

for process analysis [29].    

Petri net is triplet (P, T, F):  
-P is a finite set of places.    
-T a finite set of transitions  

(P ∩ T = ∅).    
-F ⊆ (P × T) ∪ (T × P) is a set of arcs (flow 

relation).    

Graphical nature: supports the communication with end-users.  

[39]   

F  
S  
M  

A FSM is a restricted Turing machine where the head can only 

perform "read" operations, and always moves from left to right.  [39]  
  

5-let A= (M,Q,qo,F,R):   
• M: an input alphabet.    
• Q: finite set of states of A.    
• qo in Q is the initial state.    
• F subset of Q is final states  
• R: Q∗X is the transition function.    

Graphical nature of FSM supports communication because it is  

easy to understand by users and describe reactive behavior and 

dynamic systems.    

B  
P  
M  
N  

Semantic analysis of BPMN models is hindered by the heterogeneity 

of its constructs and the lack of an unambiguous definition of the 

notation.    
Formal semantics of BPMN is that of Wong and Gibbons, which 

uses Communicating Sequential Processes (CSP) as the target formal 

model.    

syntactic rules are comprehensively 

documented in tables throughout the BPMN 

standard specification, the actual semantics is 

only described in narrative form  

Initially positioned as a modeling formalism and only 

informally defined, it has matured into a fully fledged BP 

modeling and execution language based on a comprehensive 

metamodel together with an associated graphical modeling 

notation and an execution semantics defining how BPMN 

processes should be enacted.  [40]   

U  
M  
L  

The UML semantics is described in an informal manner [40]  UML have an abstract syntax textual notations  
UML activity models is expressed in process modeling visual 

language, and allows to model enterprise from different 

perspectives.    
The UML class diagrams characterize the abstract syntax of the 

language   

B  
P  
E  
L  

A BPEL process is described in terms of XM (eXtensible Markup 

Language) [35]  
BPEL uses an XML-based syntax based on  
XML  
depends to the activities of BPEL [35]  

BPEL’s activities executed in order (workflow):  
Basic activities: invoke, receive, reply, assign, throw, wait, 

empty.    
Structured activities Sequence, Switch, While, Pick, Flow, 

Repeat−Until For-Each, If-Else.    

 
Operational semantics:  describes systems evolution in terms of 

labelled transitions.  It is relatively close to an abstract machine based 

view of computation and might be considered as a mathematical 

formalization of some implementation strategy.    
A denotational semantics: maps a language to some abstract 

model[28].    
Algebraic semantics: algebraic laws are the basic axioms of an 

equational system, and process [41]  

 The basic component of process algebra is its 

syntax as determined by the well-formed 

combination of operators and more elementary 

terms.  The syntax of a process algebra is the 

set of rules that define the combinations of 

symbols that are considered to be correctly 

structured programs in that language.  [41]   

The different operators used in process algebras will be 

described by relying on the so called structural operational 

semantic (SOS) approach[41].  The various approaches are 

CCS CSP and ACP   

COMPARATIVE ANALYSIS OF BP MODELING APPROACH  
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simulation and for executing the process models themselves 
by automating wherever it is possible the process steps.  But 
it gives a static image, or drawing, of BP without simulation 
capability.    

• UML is a visual language for OO modeling 
approaches.  It is particularly used in software modeling.    

• UML helps model classes connections and shows 
sequence flows, conditions of BPs in the enterprises.    

• The strength of the BPEL is in the structure of its 
process based on an XML for standardize the integration of 
enterprise applications.    

There are two kinds of models:  Dynamic and Static, 
most of currently used enterprise modeling technologies 
can be considered as static.  In real life scenarios BPs 
are not static.  That’s why demand for non-static models 
appears.  The reference [45][44] contains comparison 
between static modeling and dynamic modeling:   

Dynamic model facilitates the display of activities 
and flow of events within a process.  The advantage of 
using dynamic modeling is that it enables the outcome 
of a changed process to be evaluated prior to it being 
implemented into the physical environment.    

Static models have deterministic nature and are 
independent of process sequence, it may depend on the 
data collection and documents that are processed 
during the flow of information.    

  
Figure 1 The architectural building blocks for a framework of unified 

modeling.    

The main advantage of using static modeling 
technique is that it enables an in-depth understanding of 
the process being modelled.  This approach includes the 
modeling of organizational structures, and of 
information carriers like documents or the modeling of 
relationships between business artifacts.    

III. PROPOSED APPROACH FOR MODELING DYNAMIC PRO- 
CESSES  

Enterprises either commercial businesses or 
government organizations are faced with a range of 
challenges recently.  These challenges impact the 
architecture of these enterprises, also contentious 
changes in the environment such as changes in 
economy, society, physical environment, economics, 
culture and politics.  For that reason, enterprises should 

be able to focus their attention on all those impacts and 
finding ways to react a flexible way for the external 
stimuli that appear in the form of business events.  The 
proposal is to extend the BP modeling approaches with 
an organization and planning level according to 
Zachman Framework [27] thereby an “analysis season” 
is created beside the “design season” and “operational 
season” [4].    

In this approach, the data and business structure 
(operational level and design level) is expanded with an 
analysis phase (organizational and strategic planning 

level).  The proposed framework is exhibited in Figure 1.    

The analysis level provides the chances to observe and 
to detect business events that enforce changes in process 
flow, documents and document flow.  The impact of 
business events influence both the structure of the work-
flow and the structure of document types.    

The representation of BPs either in Petri-net or BPMN 
can be perceived as a document in XML format [46][45] 
[47].  The documents that are the media for data 
collections, and the process models can be represented 
using the concept of document types.  The document types 
can be described meticulously in a hypergraph.  The 
hyperedges can depict both the internal structure of 
document and BP models.  Predicates of Description 
Logic and rules can be attached.  to the intentional 
documents and to the relationships between model BPs, 
document types and documents [22].  The hypergraph and 
related mathematical tools provide the chance to keep and 
to enforce the consistency, integrity and compliance of 
models.    

IV. CONCLUSION  

The document types hierarchy and some basic Petri-
nets described in XML are already represented in 
hypergraph.  The basic consistency checking already is 
operational.  The proposed formal modeling approach 
seems promising as the primary results of investigation 
and assessment that follows Design Research Science 
method demonstrates.  There are efficiency issues that 
may be solved by other graph databases.  The rapidly 
evolving software environment enforces to upgrade the 
underlying graph-database continuously and if the 
database becomes obsolete then exchange it to up-to-date 
graph-database that may provide representational 
capability for hypergraphs.    
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Abstract—In this article, the focus is on the different kind of 

software solutions, how can a microcontroller increase the 

fault-tolerance level of the embedded system. At the 

beginning, it will be shown, the theoretical base connection 

between fault, error and failure, the possible causes of 

faults, fault tolerant solutions and fault tolerant software 

solutions. In the realization part, it will be shown, how the 

error-free running time and error detecting features can be 

increase the robustness of the system. 

I. INTRODUCTION 

Fault-masking architectures can be classified into 
mainly hardware or software categories. Of course, neither 
can stand alone. It is containing mainly the type of the 
solution, which is in its name. The duplication of 
frequently failing units (typically, power supply unit [1]) 
is the most common way to realize a hardware redundancy 
[2]. In software solutions, there are the multiple execution, 
the multiple measurements [3] and the majority voters as 
the most common major categories. 

From the foregoing, it seems, depending to what kind 
of redundancy had been used, it has significantly impact 
to system performance, required power, weight, price and 
reliability. It is important to review the various methods to 
assess – the perspective of – the possibilities how to 
increase the reliability. 

But first, let us declare the exact meanings the three 
basic concepts, fault, error and failure. These concepts are 
connected through causes and effects. The fault causes an 
error, which is causes failure. 

A. Fault, error and failure 

The fault is the errors proven or suspected cause. In 
case of a hardware component it could be short circuit, 
connection cut or parameter changes listed here, while in 
software case, it could be unexpected input combination, 
staying in an endless loop, make an addressing mistake, to 
mentioning only a few. An example, during 
manufacturing an AND gate, and the surface of the 
semiconductor had been polluted by a micro-sized dust 
particle, the AND gate’s input may stay in high logic 
level.  

The error – caused by the fault – is already appears the 
internal state of the device. [4] For example, if the AND 
gate’s input gets a high logic level input voltage, the input 
signal is the same as the stacked leg’s signal. If the input 
signal changing – gets a low logic level – the change is no 
longer transmitted through the input drive, and the AND 
gate’s output will not change. That will cause an error in 
the system.  

A failure occurs, when the error gets out of the system’s 
output. The gate’s output did not enforce in the logical 
function, so it affected for the system’s output signals. 
Thereby, the error gets out to the outside world and 
become a failure. [5]. 

The three mentioned type of errors, appears in three 
different level (Fig. 1.). The fault is inherently physical, 
the error is modifying the internal state of the system, it’s 
informational nature, and failure essentially affect to the 
outside world. 

B. Causes of faults 

The developing process of a device is starting with the 
specification phase. If this is not successful, that will 
cause a failure conception.  

The formation of errors can be traced back to several 
things, like external interference or the consequences of 
the mistakes made during the design of the system or a 
component. The fault will not come to the surface, even 
during the examination of the final conformity test of the 
finished product. The error only turns out during the 
installation, operation and appears as a failure. 

The topic of specification mistakes includes for 
example not correct timing, conversion, leveling, etc. 
between hardware or software modules. 

The implementation mistakes may occurs when 
specification is implemented into practice. Improper or 
wrong component selection, not correct planning 
decisions or mistakes in coding may be the root cause. 

The component imperfection is the most common 
source of fault. None of the components – neither from the 
same type – are matching perfectly, because their 
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Figure 2. Preventing the spread of errors 

parameters will may vary slightly. This can be easily 
remedied with conscious design or with component 
selection, however, the problems related to random 
component failures are much more significant. Typical 
causes are, for example, in case of microelectronic 
components, – within the case – the rupture of the bonds; 
metal corrosion; in case of electronic PCB’s, some 
manufacturing imperfections or changes in the operating 
conditions – operating in extreme conditions. The failure 
type of component imperfection is also including the 
failure due to aging of the parts.  

Strong emphasis should be placed on the control of 
external interferences. The foreseeing planning can give 
the ability to control these unpredictable effects. It can be 
classified into external interferences for example, the 
electromagnetic interference, radiation, the mistake of the 
operator, the result of a physical injury or environmental 
extremity (vibration, temperature, dust, humidity, …), etc. 

C. Nature of faults 

If it could understand better the root causes of faults, 
then it could be developed improved procedures to 
prevent their formation. But until this, it need to be 
intervened after the appearance of an error, to maintain the 
operation of the system. [6] 

As a first step, it is needed to know the types of faults: 

• Source of faults: 

o Specification mistakes 

o Implementation mistakes 

o External interference 

o Component imperfection 

• Type of faults: 

o Software 

o Hardware 

▪ Analog 

▪ Digital 

• Duration of fault: 

o Permanent 

o Sporadic 

o Transient 

• Expense of fault: 

o Local 

o Global 

• Value of the fault: 

o Determined 

o Not determined 

Very many fault combinations can be imagined based 
on the upper – broadly – classification. It is not expected 
to give a proper global solution for the problems. As a 
result, many theories have been advanced for the 
treatment of certain causes of errors.  

The discussion of these is beyond the scope of the 
article, but it will be appreciated that, it needs to correct 
the relevant faults. After the exploration of the fault 
possibilities, it need to analyze the probability of the fault, 
and its consequences, and the resources spent for the 
troubleshooting. 

It is practical – if the conditions allowing it – to choose 
the minimal hardware-intensive solutions, and prefer the 
software solutions, especially in embedded systems. 

D. Propagation of faults 

Fault tolerance, fault avoidance, fault prevention and 
fault masking is also a constructive technic, which can 
increase the reliability of the devices. Fig. 2. shows the 
application areas of the mentioned techniques. 

Fault avoidance, fault prevention is the first defense line 
to prevent the formation of faults. Several techniques can 
be used, to increase the quality of the used components 
and the applied technologies. The method is characterized 
in that the disorder can be treated even before the 
formation. For example: plan criticism by an outside 
expert, using design practices to increasing reliability, 
component selection, oversizing, testing, shielding, and 
other methods to improve quality. 

The fault masking techniques are about to protect the 
system from the evolution of faults become an error. [7] 
When the fault has already occurred, fault masking is try 
to eliminate the fault’s effect from the system – it does not 
let the fault to step out from the physical universe. A 
typical solution for a fault-masking system, is based on 
majority voting, where several autonomous decisions are  
made, and the result is given by the majority of voters. In 
this example, if one of the participants generates incorrect 
outcome, it becomes filter out, for this, it just need to be 
compared with the results of the other participants. Thus, 
the fault does not cause an error in the results. 

The purpose of fault tolerance is to avoid faults, if the 
fault evolved an error. In this case fault masking and/or 
reconfiguration can be used. It can detect the error, then 
find out the source of it and the defective item will be 
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Figure 4. Sequential triple modular redundancy 

removed from the system and might set into operation a 
new one. [8] 

II. FAULT-TOLERANT SOLUTIONS 

At the beginning of the fault tolerance history, the 
usage of redundancy is always limited to physical 
hardware solutions. The most common solution to realize 
fault tolerance was to multiply the physical parts of the 
device, but nowadays we have more sophisticated 
solutions [9]. A redundant system – compared to simple 
system – have added information, resources or time.  

The following types of redundancies are available: 

• Hardware redundancy is when extra hardware is 
added to the system, it is typically used for fault 
detection and for fault tolerance. For example, 
multiplication of modules.  

• Software redundancy means that, the added extra 
software modules, giving the possibilities to 
detect the faults – if possible, fix them –, next to 
the default functions of the original software. For 
example, timeout monitoring assigned to 
waiting’s. 

• Information redundancy is the extra information 
what is used to fault detection - if possible, fault 
correction – which would not be necessary for the 
default functions of the device. For example, 
using error correcting bits. 

• Time redundancy is the extra time what is used to 
fault detection and fault tolerance features. For 
example, running identical calculations multiple 
times and checking the consistency of the 
outcome. 

Whichever type of redundancy is had been used, the 
costs will rise. When choosing hardware redundancy extra 
parts are required, also the power needs, the size of the 
device, and the cost of the development will increase 
parallel [10]. If we using software redundancy, it also has 
some effect to hardware redundancy, because we need 
stronger processor and bigger memory capacity, more 
time in developing phase, and so on. [11] 

III. SOFTWARE REDUNDANCY 

Reliability can be increased by increasing the number 
of the software segments. It need to be compare – with the 
proper algorithm – these redundant software segments, 
and calculate/chose the right result as a local output. This 
result will be one of the input parameter of the next 
software module. [12] 

A. Majority voters 

Majority voters need to have at least three different 
inputs. If two of the inputs are working properly, the voter 
will give a correct result. So, the method can tolerate only 
one malfunction. If more than one of the inputs gets a 
false signal, the output of the majority voter will be 
incorrect (see at Fig. 3.). 

In software, there could run three different software 
method in parallel. The results of these software methods 
need to be compared by the majority voter. [13] 

Majority voters are simple modules both is software 
and hardware realization. Therefore, it has a fairly high 
reliability compared with the other system modules. But, 
if the voter gets out of order – single point of failure – the 
whole systems operation becomes impossible. A solution 
could be, if the voters are tripled, as showed in Fig. 4. By 
converting functions as a sequence of sequential steps, and 
by incorporating voters between each level, the reliability 
of the system can be increased significantly [14]. This 
way it is possible to stop the error near to the appearance 
of the error, so it will not spread out to the other parts of 
the system. Thanks to this, the system can tolerate 
multiple errors if, they are appearing in different levels. 

B. Software solutions 

The advantage of the software solution – compared to 
the hardware solution – is the flexibility, less parts 
demand (against with a 32-bit long hardware voter), 
resulting in lower consumption and cost. Although, the 
algorithm requires only a small computing capacity, but it 
is slower than the dedicated hardware, and in addition, in 
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the case of independent systems, synchronization 
problems need to be solved. [15] 

C. Redundant measurements 

However, many times (such as outputs of sensors), the 
values are correct, but they are not exactly the same, they 
differ within their accuracy. In a software solution makes 
it easy to produce the correct output. [16] A delta 
deviation is allowed for the measured values. If the 
measured values are within the delta range (relative to 
each other), it does not count as an error. But, in the case 
of multiple parallel voters, it is necessary to ensure that 
each of the voting outputs is exactly the same (bits are 
exactly the same).  

If delta tolerance is selected according to the powers of 
two, then this method can be used for both hardware and 
software voters if the LSB bits are omitted from the 
comparison – with masking or shifting right the measured 
values. [17] 

Mean value voter gives a different solution for the 
above-mentioned problem. It is providing the best result 
for multiple – even with significantly different – inputs. 
[18] As shown in Figure 5., the voter is selecting the 
middle value. As long as, two signs out of three are 
correct, the voter always choose the correct signal. The 
principle can be applied to any voter with an odd number 
of inputs. 

In some cases, it makes sense to determine the output 
value as a function of the input values. For example, if not 
the middle value had been chosen – like in the mean value 
voter – but calculates the currently expected output signal 
based on the values of the inputs recorded at previous 
times. [19] 

IV. REALIZATION 

If we use only one actuator, we cannot duplicate the 
voters. Therefore, if possible and the nature of the process 
permits, several interveners and a sufficient number of 
voters should be used. 

In our solution three digital temperature sensors output 
values are used as the input signals of the system, three 
voters had been applied, and three fan used as actuators. It 
is shown in Fig. 6 and Fig. 7. Fig. 8. shows the flowchart 
of the demonstration project. 
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Another solution – to show a robust solution – is if the 
voting circuit had been left, and the interconnected system 
of several interveners are used, which also performs the 
voting task, in addition to the process control. This is 
called as a technology voter (Fig. 9). The voting takes 
place by serial parallel coupling of six FET’s. Technology 
voting does not only have the advantages of increasing 
reliability due to the lack of a voting circuit, but it can also 
be used to replicate the interveners and to deal with errors 
in them. 

 

 

V. CONCLUSION 

In this paper, is showed the theoretical base connection 
between fault, error and failure, the possible causes of 
faults, fault tolerant solutions and fault tolerant software 
solutions. In a realization, it had been shown, a redundant 
software block based system, with a reliable measurement 
algorithm. By the mentioned solutions, the error-free 
running time and error detecting features can be increased, 
as showed in the implementation of the system. We 
believe that the presented methods can be used in several 
applications. 
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Abstract: The authors have been teaching Digital Tech-
nology to full time and correspondent students for several 
years. In recent years, the manufacturers provided newer 
and more advanced solutions. At present, the users can get 
around the physical building and actual checking of the 
circuitry, as appearance of programmable logics opened 
new possibilities for circuit design and testing. The appli-
cation of these novelties in the education might facilitate 
both the practical and theoretical knowledge of the stu-
dents. In the present paper, in parallel with an electronic 
university lecture learning material, the process of using 
programmable logics in this special context was described. 
The XILINX's free downloadable ISE WebPACK software 
was used. Digital circuitries were edited with circuit dia-
gram editor or VHDL instructions, and the operation of 
the circuit was simulated with ISE WebPACK software.  

I. CURRICULAR SUBJECTS 

A) Digital Technology 

Digital Technology is a basic subject for students in 

electrical engineering, informatics engineering and 

technical management as part of the core material. 

Students in electrical engineering study Digital Tech-

nology I. in the first semester for 4 credits with 2 lec-

tures and 1 lab practice per week, Digital Technology 

II in the second semester for 3 credits with 2 lectures 

per week, then Digital Technology III with 2 lab prac-

tices per week. 

Students in informatics engineering study the subject 

as Digital Technology with 2 lectures and 2 lab prac-

tices for 4 credits in the second semester. 

Students in technical management study the subject as 

Analog and Digital Technology in the fourth semester 

with 2 lectures and 2 lab practices for 5 credits. 

The aim of the subject is to achieve all the basic hard-

ware knowledge required to design digital circuits. To 

this end, students deepen their theoretical knowledge 

through practical tasks. As lecturers, our goal is to 

help the students to acquire the theoretical knowledge, 

and to learn to use it through practical examples, like 

the gradual implementation of the ISE WebPACK 

program from XILINX environment. 

 

B) Design of Digital Systems 

Students in electrical engineering on Hardware spe-

cialization can take this course in the sixth semester. 

The course consists of 4 lectures and 3 lab practices 

for 8 credits. The goal of the course is to familiarize 

the students with the building blocks of digital sys-

tems, their uses, connections and diagnostic possibili-

ties. The design possibilities of modern circuits, the 

basics of programmable logics, the analyzation of 

possible starting points of specific tasks, and design 

considerations are used. During laboratory practice, 

students use and measure the possible solutions. The 

main core of the course material is the detailed de-

scription of programmable logical circuits. 

II. LABORATORY PRACTICE 

A) Digital Technology lab 

During laboratory practice, the students study the 

operation of sequential and combinational logic cir-

cuits; the majority of the practice is the analyzation of 

sequential logic circuits. Xilinx’s programmable 

CPLD circuit (XC9572XL) (Figure 1.) was used built 

into a specifically designed box (Figure 2). The sig-

nals can be measured on the pins, and can be moni-

tored with an oscilloscope. The students were capable 

of carrying out tasks without the need of knowing this 

specific programmable circuit. 

Unfortunately, the following problems have arisen 

with this device: 

 broken cables 

 welding problems 

 issues from multiple reprogramming 

The replacement of the programmable ICs solved 

some of the problems for a short period of time, but 

has not meant permanent solution. 

B) Design of Digital Systems lab 

During these laboratory practises, students use the 

same device as in the Digital Technology lab. Howev-

er, in this specific course, students not only analyse 

the operation of programmed circuits, but create pro-

grams as well. Using the Xilinx’s ISE WebPACK 

circuit diagram designer, students create various cir-

cuits. Then the complete circuits are uploaded into the 

programmable ICs and the signals with an oscillo-

scope are measured. During the seminar, students get 

a complex task that has to be evaluated at the end of 

the term. The multiple uploads, unfortunately, also 

caused malfunctions in the ICs. 
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Figure 1. A board with programmable circuit 

 

Figure 2. A measuring device 

III. GOALS 

In both subjects, the major goal was to substitute the 

classical measuring with simulations. The Xilinx ISE 

WebPACK has a simulation module that can be used 

for this purpose. However, the usage of the simulation 

module requires a certain level of VHDL knowledge 

that was integrated into the Digital Technology and 

Design of Digital Systems labs. 

In the case of Design of Digital Systems subject, an 

electronic course material was also created by the 

Authors, focusing on the VHDL. The students work 

with the circuit diagram designer and the VHDL edi-

tor. 

In the Digital Technology labs students analyse  with 

the help of the simulation module  sequential and 

combinational logic circuits designed in VHDL. In 

this subjects, only the basics of VHDL are delivered, 

to use the simulation module. The oscilloscope meas-

uring still remains part of the laboratory practises 

besides the simulation. 

IV. THE XC9500 FAMILY 

This can be considered as the standard type of the 

Xilinx’s CPLDs [1]. The components of the XC9500 

family [2] essentially work in 5V TTL and CMOS 

systems, but can be configured to provide and receive 

3.3V signals. The highest system frequency of the 

device is 100MHz, and the pin-to-pin minimum delay 

is 5ns. The XL types requires 3.3V power supply. The 

input buffers fully accept 5V signals; the 3.3V output 

signals in 5V systems correspond with the logical “H” 

level that makes it possible to use it in TTL systems 

without additional circuits. With the proper configura-

tion of the I/O ports the device is capable of working 

in 2.5V environments. In this case the pin-to-pin delay 

is still 5ns, but the system frequency can reach up to 

222MHz. The XC9500/XL/VL family is industry’s 

first CPLD device that builds upon a 5V FLASH 

memory. 

 

The XC9572/XL’s [3] features: 

 5 ns pin-to-pin logic delays 

 System frequency up to 178MHz 

 72 macro cells with 1600 usable gates 

 Available is small footprint packages 

o 44 pin PLCC (34 user I/O pins) 

o 44 pin VQFP (34 user I/O pins) 

o 48 pin CSP (38 user I/O pins) 

o 64 pin VQFP (52 user I/O pins) 

o 100 pin TQFP (72 user I/O pins) 

 Optimized for high-performance 3.3V sys-

tems 

o Low power operation 

o 5V tolerant I/O pins accept 5V, 3.3V, and 

2.5V signals 

o 3.3V or 2.5V output capability 

o Advanced 0.35 micron feature size 

CMOS Fast FLASH™ technology 

 Advanced system features 

o In-system programmable 

o Superior pin-locking and routability with 

Fast CONNECT™ II switch matrix 

o Extra wide 54-input Function Blocks 

o Up to 90 product-terms per microcell 

with individual product-term allocation 

o Local clock inversion with three global 

and on product-term clocks 

o Individual output enable per output pin 

o Bus-hold circuitry on all user pin inputs 

o Full IEEE Standard 1149.1 boundary-

scan (JTAG) 

 Fast concurrent programming 

 Slew rate control on individual outputs 

 Enhanced data security features 

 Excellent quality and reliability 

o Endurance exceeding 10000 program/ 

erase cycles 

o 20 years data retention 

o ESD protection exceeding 2000V 
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Figure 3. Structure of the XC9500XL 

V. XILINX ISE WEBPACK 

The Xilinx ISE WebPACK (Integrated Software Envi-

ronment) is a free software developed by Xilinx for 

their FPGAs and CPLDs [4]. It can be downloaded 

from the company’s website [5]. The software con-

tains every tool needed for circuit diagram or hard-

ware description language based development. Digital 

circuits can be created in the development environ-

ment as circuit diagram (Schematic) with the help of 

the circuit diagram designer; or can be written in 

hardware description language with the HDL editor. 

Supported languages: Verilog and VHDL. 

A) Circuit diagram based development 

The goal is to make the circuit in the Xilinx ISE 

WebPACK based on the circuit diagram, and to ana-

lyse it with simulation, with the help of a Schematic 

file (circuit diagram) and a test bench file. The Sche-

matic file contains the circuit diagram; the test bench 

file is necessary to run the simulation. After the instal-

lation, the development environment can be started 

with the ISE Design desktop icon. After starting the 

program, the orienting window appears (Figure 4). 

 

Figure 4. The program’s starting window 

The development environment organizes files into 

projects. The first step is to create a new project. We 

need to give the project a name and select a working 

directory, and the description of the project is also 

possible. In order to achieve a top level source, a cir-

cuit diagram based source (Schematic) has to be de-

fined. In the next step, the tool type and attributes 

have to be defined. With this step, an empty project 

has been created. Then a new source file to the project 

is necessary. In the end, a circuit diagram designer 

window appears, and followed by the creation of the 

circuit diagram (Figure 5.). The symbols in order to 

create the circuit can be found on the Symbols panel 

(organized into categories). The user can also create 

symbols. After placing the symbols, they can be con-

nected by clicking the pins. It’s a help with complex 

circuit diagrams that pins don’t need to be connected, 

it’s enough to name the cables. Pins on cables with the 

same name are considered to be connected in reality. 

After creating the circuit diagram, I/O markers needs 

to be defined. The program automatically names the 

markers, but it’s a good practice to rename them. If we 

receive a signal from outside port, or send a signal out, 

then Buffers needs to be installed between the I/O 

markers and the circuit. 

After finishing with the circuit diagram, it’s a good 

practice to run a syntax check. If it finishes without 

error, then we can compile the Schematic file into 

VHDL source code to simulate. 

 

Figure 5. Example of circuit diagram creation 

B) Hardware Description Language (HDL) based 

development 

In order to test the circuitry within the HDL (VHDL), 

the source file and the test bench file is needed. The 

VHDL source file contains the code that describes the 

digital circuit; the test bench file is necessary to run 

the simulation. 

The first step is to create a new project, and then to 

add a new source file. This is the same as with the 

circuit diagram designer, however, for a top-level 

source type the hardware description language based 

(HDL) source type needs to be selected, also the new 

source file type is now HDL based (VHDL Module). 

Adding a new source file, the New Source Wizard’s 

Define Module window appears, where the ports of 

the device have to be defined (Figure 6). 
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Figure 6. Definitions of the JK flip-flop’s ports 

After the appearance of the source editor window, the 

VHDL source code can be inserted (Figure 7, a source 

code describing a JK flip-flop). 

library IEEE; 

use IEEE.STD_LOGIC_1164.ALL; 

entity JK_ff_74LS76A is 

    Generic (tpLHCLK_Q : time := 20 ns; 

             tpHLCLK_Q : time := 20 ns; 

             tpLHnPRE_nCLR_Q : time := 20 ns; 

             tpHLnPRE_nCLR_Q : time := 20 ns; 

             tsu_CLK : time := 20 ns); 

    Port (   CLK : in  STD_LOGIC; 

             J : in  STD_LOGIC; 

             K : in  STD_LOGIC; 

             nCLR : in  STD_LOGIC; 

             nPRE : in  STD_LOGIC; 

             Q : out  STD_LOGIC; 

             nQ : out  STD_LOGIC); 

end JK_ff_74LS76A; 

 

architecture Behavioral of JK_ff_74LS76A is 

signal J_act : STD_LOGIC := '0'; 

signal K_act : STD_LOGIC := '0'; 

signal next_state : STD_LOGIC := '0'; 

signal not_next_state : STD_LOGIC := '1'; 

begin 

 JK_ff : process(J, K, CLK, nCLR, nPRE) 

  begin 

   if NCLR = '0' then 

     if next_state = '1' then 

        next_state <= '0' after tpHLnPRE_nCLR_Q;  

        not_next_state <= '1' after tpLHnPRE_nCLR_Q; 

     end if; 

   elsif NPRE = '0' then  

     if next_state = '0' then 

        next_state <= '1' after tpLHnPRE_nCLR_Q;  

        not_next_state <= '0' after tpHLnPRE_nCLR_Q; 

     end if; 

   elsif J /= J_act or K /= K_act then 

       J_act <= J after tsu_CLK;  

       K_act <= K after tsu_CLK; 

   elsif rising_edge(CLK) then  

      if J_act = '1' and K_act = '0'  

          and next_state = '0' then 

            next_state <= not(next_state) after tpLHCLK_Q;  

            not_next_state <= not(not_next_state)  

                                       after tpHLCLK_Q; 

   elsif J_act = '0' and K_act = '1'  

         and next_state = '1' then   

           next_state <= not(next_state) after tpHLCLK_Q;  

           not_next_state <= not(not_next_state)  

                                      after tpLHCLK_Q; 

   elsif J_act = '1' and K_act = '1' then 

      if next_state = '0' then  

           next_state <= not(next_state) after tpLHCLK_Q;  

           not_next_state <= not(not_next_state)  

                                      after tpHLCLK_Q; 

      else  

           next_state <= not(next_state) after tpHLCLK_Q;  

           not_next_state <= not(not_next_state)  

                                      after tpLHCLK_Q; 

      end if; 

   end if; 

  end if;  

 end process JK_ff; 

 Q <= next_state; 

 nQ <= not_next_state; 

end Behavioral; 

Figure 7. Source code of a JK flip-flop 

After writing the VHDL source code, the check of 

syntax and the compilation is taken place. 

C) Simulation 

The operation of 

logic circuits that 

has been created 

either as circuit 

diagram or with 

hardware descrip-

tion language can be 

tested with the ISIM 

simulator. In order 

to achieve a simula-

tion, a test bench file has to be created, and then added 

to the project. The test bench describes the signals sent 

to each input. If the circuit contains clock signal, then 

a clock signal generator processor has to be added to 

the test bench file (Figure 9.). 

 

Figure 9. Definition of clock signal 

The input signals definitions should to be written in 

the appearing editor (Figure 10). 

 

Figure 10. Enter excitation of input signals 

Before running the simulation, the setup of the simula-

tion process properties is required. This can be done 

within the menu shown on Figure 11. The Simulation 

Running Time is probably the most important proper-

ty. 

After the clock signal and the input signal setup is 

done, the ISIM simulator can be started. The most 

important part of this is the waveform windows, 

where the timing diagram of the circuit can be seen 

(Figure 12.). The timing diagram describes the opera-

tion of the circuit shown on Figure 5. 

 

Figure 11. Setup of the properties of the simulation 

process 

Figure 8. Adding new 

source to the project 
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Figure 12. Timing diagram of the tested circuit 

VI. ELECTRONIC COURSE BOOK 

A. Goals 

There are many great literature of the subjects for the 

students [6-8], albeit these references do not fully 

satisfy our criteria in the curriculum. To this order, a 

new course book will be made for the Design of Digi-

tal Systems subject. The book, additional to the theo-

retical material, would contain a good number of ex-

amples, to help deeper and practical understanding of 

the subject. At the labs, unfortunately there is no time 

to start from the basics, and there is a need for a 

course book that the students can use to prepare in 

advance. The simulation related parts of the course 

book also can be used in the Digital Technology labs. 

We aim to keep the theoretical descriptions at the 

necessary minimum, because we want to emphasize 

the practical examples. 

B. The structure of the electronic course book 

The course book is made up of 4 main chapters. In the 

first part, there are theoretical descriptions, and the 

second part would contain a good number of exam-

ples. 

The first chapter would be a summary about pro-

grammable logics. The second chapter is the introduc-

tion of the Xilinx ISE WebPACK program suit, with a 

detailed description from the downloading of the pro-

gram till its usage. In the third chapter would contain a 

description about the VHDL. An extensive material 

into the course book from the language elements to its 

syntax has been incorporated. Here only some exam-

ples and program parts can be found. In the fourth 

chapter, examples of combinational and sequential 

logics are described. For every examples, only a short 

description would be addressed, because those enrol-

ling the course already possess a certain level of Digi-

tal Technology knowledge (the successful completion 

of the Digital Technology course is a requirement of 

this course). After the description of the examples, the 

description of VHDL would occur the test bench file 

for the simulation, and the simulation result timing 

diagram. These examples will help the students to 

solve more complex tasks later. In most cases, the 

whole test bench file is provided in order to use them 

in Digital Technology labs. In the fourth chapter, we 

added exercises after each topic that we would like to 

give as homework to the Design of Digital Systems 

course’s students. We discuss the solutions at the 

laboratory practices. Later we plan to make the exer-

cises’ solutions available to the students in electronic 

format. Figure 13. shows a part of the course book. 

 

Figure 13. Part of the Design of Digital Systems 

course book 

C. Expectations, hopes 

We hope that our course book will help the students to 

gain the necessary knowledge in the subject. Of course 

it would be impossible to include everything into one 

course book, but we try to demonstrate the basics with 

a great number of examples. Our goal always was to 

help the understanding with as many practical exam-

ples as possible. This electronic course book was also 

made with the same aim in mind. We hope that it will 

live up to the expectations. Our future plan is to create 

an online course in the subject. 
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Abstract - From the viewpoint of any research 
the most essential characteristic of the caves are that 
how easily are they passable, what kind of technical 
equipment and preparedness need to being in service 
in a cave. The existence of the map data and logistic 
information are the fundamental information. From 
this viewpoint the approach of the entrances has only 
a secondary role.  If a cave research needs a moving of 
a lot or a heavy equipment, the approach of a cave 
entrance is not negligible. The numerical 
characterization of topographical and logistical 
parameters means an easy and quick solution for this 
problem. 

I imagined the index-number (K), which 
expressed the difficulty of the approach of entrances 
as the sum of four parameters: distance from a beaten 
road (Lh), elevation above a beaten road (Lm), 
steepness in degrees (M), vegetation covering (N). By 
the calculation of the value K, I take into account the 
Lm and M values with twofold weights, because these 
two numbers are the most important terms of the 
judgement of the difficulty level. 

For testing the classification parameters I 
selected 39 caves, cave-like objects, tallus caves, 
artificial caves and rocky shelters in the Velence Hills 
(Pákozd, Sukoró, Pátka, Lovasberény, Pázmánd). 

I compared the difficulty level of the 
approach of caves, which are in granite (Granite 
rocks of the Meleg-hegy Natural Conservation Area, 
Rocking stones of Pákozd Natural Conservation Area) 
and in andesite (Quartzite rocks of Pázmánd Natural 
Conservation Area) in the Velence Hills.  

The difficulty level of the approach of granite 
caves is easy – medium (K=7), and by andesite caves 
medium – troublesome (K=10). Neither at granite 
caves nor at andesite caves the distance from a beaten 
road is not considerable (Lh<50 m). The elevation 
value above a beaten road is small (Lm=0-10 m) by 
both cave types. The steepness is medium by both cave 
types (M=20-40°). The vegetation covering is not 
significant by granite caves, but is very thick by 
andesite caves. 

I. INTRODUCTION 

Cave entrances constitute the part of the space 
which can be written down with topographical elements. 
They are punctiform objects, which are shown on maps 
with the Greek omega (Ω) letter, as a symbol. The 
symbols are often generalized, pushed away from their 
real place, if map uncovering and plane drawing contents 
make this necessary. From the map elements which can 

be found in the environment of the entrances or from the 
colour usage fundamental information can be read onto 
the environment of the entrance relevantly – type of the 
vegetation, steepness of the terrain based on the contour 
lines, routes, glades and paths near the cave etc. Onto the 
detailed analysis of the approach of cave entrance these 
information are not sufficient. 

From the viewpoint of any research the most 
essential characteristic of the caves are that how easily 
are they passable, what kind of technical equipment and 
preparedness need to being in service in a cave. The 
existence of the map data and logistic information are the 
fundamental information. From this viewpoint the 
approach of the entrances has only a secondary role.  If a 
cave research needs a moving of a lot or a heavy 
equipment, the approach of a cave entrance is not 
negligible (Figure 1.). 
 

 
Figure 1. Transporting the Leica C10 Scanstation in the Kőmosó-árok 
near Csesznek, in the Bakony Mountain 
 

  Onto the case of granite caves I drew up the 
content and formal requirements of the cave entrance 
thematic map [1]. The cave entrance thematic maps make 
possible to analyse the environment and approach of cave 
entrances from the viewpoint of topography and logistic; 
but their making is time-consuming and complicated in 
some cases.  The numerical characterization of 
topographical and logistical parameters means an easy 
and quick solution. 

II. THE PREDICAMENTAL VIEWPOINTS OF THE 
APPROACH OF THE CAVE ENTRANCES 

Based on numerous field researches it is possible 
to develop a uniform system which can be applied to all 
caves. The predicamental system which was sketched by 
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me can be considered only for an initial solution of a 
long-term examination. With the increase of the number 
of the caves involved in the examination the 
predicamental viewpoints can be refined. Other 
viewpoints may occur and may be it should be necessary 
to relocate the weights for the determination of the 
definitive index-number. 

I imagined the index-number (K), which 
expressed the difficulty of the approach of entrances as 
the sum of four parameters: distance from a beaten road 
(Lh), elevation above a beaten road (Lm), steepness in 
degrees (M), vegetation covering (N). 

 
                              K= Lh+ Lm+M+N                 (1) 
 

By the calculation of the value K, I take into 
account the Lm and M values with twofold weights, 
because these two numbers are the most important terms 
of the judgement of the difficulty level. This latter two 
viewpoints are immutable, since while it is possible to 
extend the road to the cave and it is possible to thin out 
the vegetation with mechanical or chemical devices; 
steepness and elevation are constant parameters (Figure 
2.).  

 

 
Figure 2. The entrance of some caves opens on a very steep place 
(Polák-hegyi-álbarlang) 

 
For the calculation of the single parameters I 

used numerical values uniformly from zero to four. It 
makes possible the comparison between them. The Table 
1. contains the parameters belonging to the index-
numbers. 

 

Table 1.  The classification of the parameters, which are expressing the 
difficulty of the approach of a cave entrance 

Lh [m] Lm [m] M [°]  N K 
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0 none 0-8 point, 
easy 

 

1 0-50 0-10 0-20 rare 

2 50-100 10-30 20-40 medium 
8-16 point, 
medium 

3 100-200 30-50 40-60 thick 
16-24 point, 
troublesome 4 200 - 50 - 60 - 

very 
thick 

 
The judgement of the vegetation covering is 

based on subjective viewpoints and characterize the 
entrance only in a given year. It is necessary to measure 
the steepness with more occasions between the road and 
the entrance, and the final parameter will be the 
arithmetic mean of the measured values. If it is possible, 
to approach the cave on a road, the steepness must be 
measure on the last 10 meters stretch of the road, only 
once a time. 

The evaluation of the distance and elevation of 
the entrance from and over a beaten road, was based on 
the estimation of the step number. It should be possible to 
use a pedometer or an odometer, but I used a plainer 
solution. The normal stride (Sn) of all men exists as the 
function of his height. For my own height I defined this 
so, that I walked along a 10 meters horizontal section ten 
times, and averaged the results. My normal stride for 
horizontal terrain and comfortable walking is 75 
centimetres. The normal stride varies in the function of 
the steepness, and it is important to know exactly this 
variations, because the estimation of the distance of a 
cave entrance from a beaten road depends on them [2]. 
The height of a stride depends on the length of a stride 
and on the steepness of the terrain. I determined the 
height of a stride with simple trigonometrical functions, 
using the length of a stride and the elevation angle 
(steepness). The Table 2. shows the length and height of a 
stride for different terrains. 

 
Table 2. The variation of the length and height of a stride 

Length of a stride [cm] Height of a stride [cm] 
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0 Sn Sn 75 75 0 0 
5 0.91·Sn 0.97·Sn 68 73 6 -6 
10 0.81·Sn 0.94·Sn 61 71 10 -12 
15 0.73·Sn 0.91·Sn 55 68 15 -18 
20 0.65·Sn 0.87·Sn 49 65 18 -24 
25 0.58·Sn 0.78·Sn 44 59 20 -27 
30 0.49·Sn 0.65·Sn 37 49 21 -28 

 
Over 30°degrees steepness it is necessary to use 

the value calculated for 30°degrees steepness, except 
vertical walls. In this occasion the horizontal distance is 
zero, the elevation above the road must be measure with 
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some other methods, for example estimation of the length 
of a rope, trigonometrical height measurements etc.  The 
calculation of the distance from a beaten road and the 
elevation above the road is based on the values in the 
Table 2. The result will be in meters, if we multiply the 
value (belonging to a known steepness) in centimetres 
with the number of strides, and then divide it with one 
hundred. 

����� �
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��	��	�	����������

������������
∙ 	� !��	��	�������

100
 

and 

 							� � � �
���
��	��	�	������

�$ �

������%	����
∙	� !��	��	�������

100
                     (2) 

 

III. THE CAVES USED FOR THE EXAMINATION 

For testing the classification parameters I 
selected 39 caves, cave-like objects, tallus caves, artificial 
caves and rocky shelters in the Velence Hills (Pákozd, 
Sukoró, Pátka, Lovasberény, Pázmánd). The Table 3. 
contains the cadastral number and regional position of the 
caves involved in the examination. 

Table 3. Caves in the examination 
Velence Hills 

Rocking stones of Pákozd Natural Conservation Area 
Zsivány-barlang 4510-2 Osztott-barlang 4510-

512 
Gömb-kő barlangja 4510-

503 
Teraszos-barlang 4510-

515 
Háromszájú-barlang 4510-

504 
Gomba-kő barlangja 4510-

516 
Iker-kő barlangja 4510-

505 
Rejtek-barlang 4510-

519 
Kis-barlang 4510-

507 
Mohás-barlang 4510-

524 
Oroszlán-kő 

barlangja 
4510-
511 

Siklóbőrös-sziklaeresz 4510-
533 

Granite rocks of the Meleg-hegy Natural Conservation Area 
Bárcaházi-barlang 4510-

501 
Páfrányos-barlang 4510-

528 
Likas-kő 4510-

509 
Kőrózsa-álbarlang 4510-

529 
Polák-hegyi-

álbarlang 
4510-
525 

Cserkupacsos-barlang 4510-
532 

Borjú-völgyi-
álbarlang 

4510-
518 

Diétás-barlang 4510-
534 

Róka-lyuk-barlang 4510-
520 

Cserepes-barlang 4510-
535 

Bujdosó-barlang 4510-
521 

Tiborc-völgyi-
álbarlang 

4510-
536 

Pókhálós-barlang 4510-
522 

Tiborc-völgyi-
átjáróbarlang 

4510-
537 

Szúnyogos-barlang 4510-
523 

  

Quartzite rocks of Pázmánd Natural Conservation Area 
Hasadék-barlang 4510-1 Szedres-barlang 4510-

514 
Pirofillit-bánya 

barlangja 
4510-3 Kökényes-barlang 4510-

517 
Endrina-barlang 4510-

502 
Kuszoda-álbarlang 4510-

526 
Lapos-barlang 4510-

508 
Pázmándi-sziklakapu 4510-

527 
Maléza-barlang 4510-

510 
Csúzli-álbarlang 4510-

530 
Pilléres-barlang 4510-

513 
Gyümölcsöző-

álbarlang 
4510-
531 

IV. RESULTS 

Figure 3-5. are showing the parameters, which 
are descripting the approach of the cave entrances. All 
parameters were rounding up according to the 
mathematical rules, and are showing an averaged value 
for the single natural conservation areas.  

The approach of the caves in the Granite rocks 
of the Meleg-hegy Natural Conservation Area (Figure 3.) 
is easy or medium (K=9). The distance from a beaten 
road is not considerable (Lh<50 m), the value of the 
elevation above a beaten road is medium (Lm=10-30 m), 
and the steepness is also medium (M=20-40°). Vegetation 
does not cover the entrance of the caves. 

 

Figure 3. The difficulty level of the approach of the caves in the Granite 
rocks of the Meleg-hegy Natural Conservation Area 

 The approach of the caves in the Rocking stones 
of Pákozd Natural Conservation Area (Figure 4.) is easy 
(K=4). The distance from a beaten road is not 
considerable (Lh<50 m), the value of the elevation above 
a beaten road and a steepness is also negligible (Lm=0 m; 
M=0-20°). Rare vegetation covers the entrance of the 
caves. 

 

Figure 4. The difficulty level of the approach of the caves in the 
Rocking stones of Pákozd Natural Conservation Area 

Lh; 1

Lm; 2

M; 2

N; 0

Granite rocks of the 
Meleg-hegy NCA

Lh; 1

Lm; 0M; 1

N; 1

Rocking stones of 
Pákozd NCA

K=4
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The approach of the caves in the Quartzite rocks of 
Pázmánd Natural Conservation Area (Figure 5.) is 
medium (K=10). The distance from a beaten road is not 
considerable (Lh<50 m), the elevation value above a 
beaten road is small (Lm=0-10 m), the steepness is 
medium (M=20-40°). Thick vegetation covers the 
entrance of the caves. 

 

Figure 5. The difficulty level of the approach of the caves in the 
Quartzite rocks of Pázmánd Natural Conservation Area 

Figure 3-5. give us an opportunity to compare the 
difficulty level of the approach of caves, which are in 
granite (Granite rocks of the Meleg-hegy Natural 
Conservation Area, Rocking stones of Pákozd Natural 
Conservation Area) and in andesite (Quartzite rocks of 
Pázmánd Natural Conservation Area) in the Velence 
Hills. 

The difficulty level of the approach of granite 
caves (Figure 6.) is easy – medium (K=7), and by 
andesite caves medium – troublesome (K=10). 

 

 
Figure 6. A typical granite cave in the Granite rocks of the Meleg-hegy 
Natural Conservation Area (Cserkupacsos-barlang) 

 
 Neither at granite caves nor at andesite caves 

(Figure 7.) the distance from a beaten road is not 
considerable (Lh<50 m). 

 

 
Figure 7. A typical andesite cave in the Quartzite rocks of Pázmánd 
Natural Conservation Area (Pirofillit-bánya barlangja) 

 
 The elevation value above a beaten road is small 

(Lm=0-10 m) by both cave types. The steepness is 
medium by both cave types (M=20-40°). The vegetation 
covering is not significant by granite caves, but is very 
thick by andesite caves. 
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Abstract—It is considered in the work some problems and 

perspectives Delcam CAD/CAM systems applying in 

implant design and for its production on CNC machines.  

I. INTRODUCTION 

The development and production of medical devices are 
among the most intensively developing areas of scientific 
and technical activity. They include the development of 
new materials, design, production and quality control 
technologies. In the 21

st
 century, medical science and 

technology became one of the main driving forces of 
modern technical civilization, gradually pushing 
astronautics and becoming one with information 
technologies, intensively developing in the last 30 years. 
According to the forecasts of the British government, the 
most popular specialists until 2030 will be bioengineers, 
developing new medical products, and doctors using high-
tech methods of treatment [1-10]. 

A big problem in the dental industry today in 
Kazakhstan is a small number of large-scale scientific 
researches related to the comparative analysis of whole 
groups of medical products that are truly independent. 

Analysis of the development of the Kazakhstan market 
of medical products showed that the volume of the 
domestic market of medical products increased most 
intensively from 2006 to 2012, but it is significantly 
inferior to the markets of leading foreign countries such as 
Germany, Switzerland and Austria [2, 11, 12]. 

The main materials used for the manufacture of 
implants are metal alloys (titanium, cobalt, stainless 
steels), polymers and ceramics. Despite the intensive 
increase in the use of polymers and ceramic materials in 
implantable products, metallic materials retain their 
leading role (about 60% of all implants). The share of 
products made of titanium alloys can be estimated at about 
28% [13-15]. 

II. THE GOAL OF THE RESEARCH 

Medical implants are implanted in the body for the 
purpose of prosthetics of damaged organs. As a rule, the 
implant has a common basic construction that can be 
presented in the form of a discrete size series to reduce 
production costs, and a unique individual part whose 
geometry is determined by the physical features of the 
structure of the patient's body. 

The initial data for implant design is obtained by 
computer tomography of the patient. Detection and 
analysis of violations is done by a doctor who decides on 
prosthetics and together with a technologist builds a 3D 

model of the implant in a specialized CAD system. The 
finished result of the design is the CAD model of the 
implant and the necessary tooling for its manufacture, as 
well as the results of CAE-calculation of the stress-strain 
state of the implant under the action of operational loads. 
This approach allows to ensure the production of a quality 
implant and positive results of prosthetics. 

Implants are manufactured in various ways, including 
plastic deformation from sheet blanks. This is due to the 
fact that sheet constructions are easier and cheaper 
(although in some cases they may not be sufficiently 
hard). For the manufacture of implants, often use solid 
sheet or perforated (such as "mesh") blanks of titanium 
VT1-0, from which products with a complex spatial shape 
are obtained by means of plastic deformation. 

The goal of the research was to develop a technology 
for designing and manufacturing implants of complex 
spatial shape and specialized modules of integrated CAD 
based on CAD / CAM / CAI Delcam systems designed for 
calculating and constructing parameterized die tooling, as 
well as designing the technology of its manufacturing on 
CNC machines. 

III. DEVELOPMENT OF METHODS FOR DESIGNING AND 

MANUFACTURING IMPLANTS FOR MAXILLOFACIAL 

SURGERY 

As a rule, the implant and technological equipment for 
its manufacture can be divided into two components: a 
universal and individual for each patient part, therefore the 
technology of computer-aided design should be designed 
for the production of both these parts. Tools can also be 
used in the process of manufacturing implants from sheet 
blanks on which the plastic deformation of the workpieces 
is carried out manually, by punching with polyurethane or 
in a combined method with manual finishing. 

The model for the shaping of the implant blank by 
plastic deformation also consists of an individual patient 
shape part providing for the qualitative positioning and 
fixing of the implant on the jaw and a base with a uniform 
shape for installation in a container with polyurethane. 
The unfolding of the implant's blank should be located in 
the container and therefore determines its transverse 
dimensions. 

Let’s consider the process of designing an implant 
using a specific example. The initial results of the 
tomography and the shape of the implant were provided 
by our colleagues from the Kazakh National Medical 
University. The CAD model of the part of the implant in 
place of the lost part of the bone for osteosynthesis in the 
maxillofacial surgery is shown in Fig. 1. 
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The method of constructing the surface of the implant 
should be universal and allows for the possibility of 
adjusting the shape. We developed a generalized 
algorithm using secant planes, which makes it possible to 
obtain an array of implant cross sections by planes 
perpendicular to its generatrix. The number of cutting 
planes depends on the accuracy of the design, but too 
many of them can lead to a decrease in computer 
performance. The presence of sections provides the 
possibility of correcting the profile of the implant with the 
subsequent construction of its surfaces, taking into 
account the shape of the jaw bones and the thickness of 
the sheet blank, as well as the surface of the template for 
its preparation. It should also be noted that the surface of 
the template differs from the desired shape of the implant 
due to the fact that in the process of spatial deformation, 
the titanium blank is springing. 

 

 
 
 

Implant construction begins with the initial model 
obtained as a result of processing the patient's tomogram 
importing into the CAD system of PowerSHAPE. The 
resulting CAD model is a copy of the original 3D model 
and is suitable for further technological development. 
Then, on the jaw, parts of the surfaces are identified, to 
which the surfaces of the leaf implant will adhere when it 
is installed. The edges of the implant must therefore 
conform to the surfaces for the secure attachment of the 
implant to the bones of the jaw. It is necessary to add 
supplements both the ends along the length and the lateral 
generatrix of the implant to design contiguous surfaces. 
The first constructive supplement along the length ensures 
the placement of the implant over fragments of the bone 
for fastening with screws, and the second is needed for 

designing the model to avoid overhanging the workpiece 
over its end edges. Subsequently, the technological 
allowance along the lateral generatrix of the workpiece is 
cut off during the finishing of the product.  

At the next stage, a set (array) of cutting planes is built 
along the entire body of the implant, and one of the lateral 
generatrixes of the implant base is used as the guiding 
curve for their construction (Fig. 3). 

 

 

 

 

 

 

 

 

 

 

 

 

The surface of the implant is displaced equidistantly to 
take into account the thickness of the sheet. In addition to 
adjusting the shape of the implant, the use of cross-
sections makes it possible to calculate a sweep to obtain 
the shape of a flat sheet blank (Fig. 4). By adjusting the 
array of sections of the template, it is also possible to 
compensate for the spring of the workpiece during the 
stamping process. 

 
 

The process of punching a sheet blank also requires the 
creation of a transitional section with a round at the base 
on the model. As a result, we designed a ready-made 
model for the manufacture of a sheet implant, the base of 
which is designed for a universal container for the 
formation of a polyurethane implant. 

It was modeled in the CAE system of Abaqus Student 
Edition to determine the loads acting on the implant 
during operation (during chewing). We used elements of 
the linear order type C3D8H contained in the standard 
library, from the category of 3D Stress to sample the 
volume and calculations that is working in all three 
directions in terms of their volume in a hybrid 
formulation. The mesh was uniform in length and 
thickness of the plate. Several variants of external loads 
have been modeled, including loads that arise when 
chewing both the intact and the prosthetic side of the jaw. 
Numerical analysis showed that the equivalent stresses 

 

 

 

 

 

 

 

Figure 1. The CAD model 

 

 

 

 

 

 

 

Figure 2. 3D model 

 

 

 

 

 

 

 

Figure 4. The surface of the implant 

 

 

 

 

 
 

 
 

 

Figure 3. A set (array) of cutting planes is built along the 

entire body of the implant 
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arising in the implant in the places of its fixation with 
screws are close to the ultimate strength of the titanium 
alloy. The increase in the number of points of attachment 
of the implant due to the addition of a second row of 
screws allowed to reduce the load to acceptable levels for 
bone and implant material. 

IV. DEVELOPMENT OF CAD HARDWARE FOR THE 

MANUFACTURE OF IMPLANTS BY PLASTIC DEFORMATION 

ON THE BASIS OF THE CAD-SYSTEM POWERSHAPE  

It has been developed CAD KazImplant in C # .NET 
language to automate the construction of stamp 
equipment, which is integrated with the CAD system of 
PowerSHAPE and performs 3D-constructions in it on the 
base of parametric models of stamp details. Integration is 
provided by using the library of API functions. It was also 
additionally used the specially developed library of 
functions, which is a superstructure over macros and 
implements work with objects in PowerSHAPE to build 
3D models of stamp details. The main window of the 
developed CAD KazImplant is shown in Fig. 5. 

 

 
 

 

The parametric model of the tooling allows to 
arbitrarily changing the dimensions of the elements, 
preserving the configuration and integrity of the design by 
specifying the dimensional relationships (dependencies) of 
the variable parameters from several basic ones. The 
values of the basic and variable parameters can be stored 
in the database or set during the construction process by 
the user. 

The details of the parts are stored in the database. The 
peculiarity of the application is that the user interface is 
dynamically formed depending on the type of product that 
we want to design, so it must be selected before working 
with the application, after that the user interface will show 
a drawing of the longitudinal section of the die tooling, as 
well as lists of parts and their parameters. Lists of details, 
parameters, as well as a list of types of projected products, 
are downloaded from the database. After setting the values 
of all necessary (basic) parameters and clicking the Build 
button, the algorithm for calculating the geometric 
dimensions of the parts is started, and the application 
builds the product in the PowerSHAPE environment in the 

automatic mode. The results of the CAD KazImplant are 
shown in Fig. 6. 

 
 

We demonstrate the capabilities of the impCAD 
module in the example of manufacturing a designed 
model (a deforming tool for die tools) for the manufacture 
of implants. 

The process of designing a product processing 
technology in the CAM system is based on the use of a 
universal visual interface and macros. The purpose of this 
work was to simplify the interaction of the technologist 
with the CAM-system and save his time in performing the 
same procedures by creating a specialized visual interface 
directly for this type of parts. 

The created impCAD module can directly access the 
CAM API of the PowerMILL system and, with the help of 
macros, perform the necessary work on the development 
of control programs for CNC machines (Fig. 7). 

 
 
 

The advantage of impCAD is the ability to transfer 
technological data, in particular tool parameters, data on 
processing modes, workpieces, surfaces, etc., to an 
external database. With this approach, CAD can become a 
part of an enterprise PDM-system, which also includes an 
expert system. 

Integration with the CAM system of PowerMILL was 
realized with the help of the PowerSolution 
DOTNetOLE.dll. Macros were used to invoke 
PowerMILL functions, as well as PowerMILL dialog 
boxes. The structure of an external database for storing 
technological information has been developed and 
partially implemented. The application is written in 
VB.NET. 

 

 

 

 

 

 

 
 

 
 

Figure 5. The main window of the developed CAD 

KazImplant 

 

 

 

 

 

 

 

Figure 6. The results of the CAD KazImplant 

 

 

 

 

 

 

 
 

 
 

Figure 7. The results of the CAD KazImplant 
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The control program can be transferred to the CNC 
machine after the process is formed in the impCAD 
module. 

The working tool-model, the manufacturing technique 
of which was developed in CAD on the basis of 
PowerMILL, is made of fluoroplastic on the machine tool 
with CNC HERMLE C40U. The rest of the parts are made 
on a lathe. The matrix is made of polyurethane. 

The manufactured universal die tooling for 
manufacturing implants from sheet blanks by plastic 
deformation with polyurethane was installed on a 
hydraulic press with a force of 20 MN (Fig. 8). In the 
container was placed the lower punch, polyurethane 
matrix, on which the workpiece cut out along the contour 
was installed, the model and the upper punch were placed 
on top. Then the upper punch was loaded with a 
technological force and deformed the workpiece with 
polyurethane on the model. Since the model was made of 
fluoroplastic, to reduce the workloads while working out 
the technology of obtaining the implant model, we used 
billets of sheet copper M1 0.2 mm thick, and as an elastic 
matrix - foamed polyurethane. The obtained samples are 
shown in Fig. 8. 

 
 
 

The experiments showed that the inner surface of the 
implant fully corresponds to the model, while the outer 
one requires manual adjustment or correction of the 
deformation scheme. In general, this technology can be 
used to produce sheet implants with a complex spatial 
shape. 

V. CONCLUSION 

Thus, based on Delcam's PowerSHAPE and 
PowerMILL products, the technological process of 
designing and manufacturing implants from sheet blanks 
was developed and experimentally tested. This process is 
promising for expanding the nomenclature of implants 
from sheet blanks with increased mechanical properties 
and thickness to provide a more rigid structure for 
connecting damaged bone sites. Preliminary preparation 
of such implants will significantly reduce the time of the 
operation. At the same time, design automation makes it 
possible to more accurately and quickly design and 
manufacture implants of the required spatial shape. An 
organized treatment conditions based on the clinical 
conditions and desires of the patient is very important to 
achieve predictable results with implantable prosthesis. 

Saving the natural teeth and fabricating application. The 

dental surgeon must familiarize himself with precision. 
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Figure 8. The obtained samples 
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Abstract—The paper presents an approach for software 

development based on patterns. On one side, these are 

patterns in the role of best practices for software 

development on the other – patterns as bad solutions that 

must be avoided. Refactoring is a general way to transform 

a bad solution in a better one. This is a process of source 

code restructuring with the goal to improve its quality 

characteristics without changing its external behaviour. In 

refactoring we replace one software solution with another 

one that provides greater benefits: code maintainability and 

extensibility are improved, code complexity is reduced. The 

developed approach is implemented in software system that 

can be successfully used both in the real software 

engineering practice and in software engineering training 

process. 

Key words—Software Refactoring, Software Design Pattern 

Generation, AntiPattern Identification 

I. INTRODUCTION 

The paper proposes an approach for software 
development based on both: Аnti-Patterns detection and 
Design Patterns identification and generation. The 
presence of Аnti-Patterns and Design Patterns is 
recognized as one of the effective ways to measure the 
quality of modern software systems. Patterns and 
AntiPatterns are related [1]. The history of software 
production shows that Patterns can become AntiPatterns. 
It depends on the context in which а Pattern is used: when 
the context become inappropriate or become out of date 
than the Pattern becomes AntiPattern.  For example, 
procedural programming, which was Pattern at the 
beginning of software production activity, with advances 
in software technology gradually turned into AntiPattern. 
When a software solution becomes AntiPattern, methods 
are necessary for its evolution into a better one. 
Refactoring is a general way for software evolution to a 
better version. This is a process of source code 
restructuring with the goal to improve its quality 
characteristics without changing its external behaviour. In 
refactoring we replace one software solution with another 
one that provides greater benefits: code maintainability 
and extensibility are improved, code complexity is 
reduced ([2]÷[10]).  

Based on the approach proposed a web system was 
developed. The system can be used as instrumental tool in 
the real practice of software production as well in the 
teaching process - to support several software engineering 
disciplines in “Software and Internet technologies” 
Department of the Technical University in Varna. The 
final effect of its application is to improve the software 

quality. It relies on techniques that generate the structure 
of Software Design Patterns, find AntiPatterns in the code 
and perform Code Refactoring.  

Next section of this paper comments the structure and 
the basic components of the proposed approach. After, the 
software implementation of the approach is discussed; the 
system’s architecture and the basic structural elements are 
presented.  

II. APPROACH FOR SOFTWARE 

DEVELOPMENT BASED ON PATTERNS AND 

REFACTORING 

The general structure of our approach is presented in 
figure 1. It takes as input the software source code that has 
to be refactored. The output is refactored code. The 
approach relies on accumulation of knowledge about the 
best practices in programming so “Accumulation of 
Knowledge” is one of the processes that are performed in 
parallel with other processes.  The refactored code is result 
of "AntiPatterns Identification and fixing" and "Design 
Patterns Generation". Before generate Design Patterns it is 
necessary to analyze the code with the goal to find Design 
Patterns candidates. The proposed approach comprises the 
following main component: 

A. Accumulation of Knowledge 

Aims to provide information on design patterns and 
AntiPatterns. It contains information about creational, 
behavioral and structural design patterns and software 
AntiPatterns in software development and software 
architecture. Describe the problems that each design 
pattern solves, the advantages that it provides and the 
situations in which it is used. For the AntiPatterns - the 
nature of the problems and possible options for their 
avoidance are described. 

B. Design Pattern Generation 

Provides functionality to generate sample 
implementations of the design patterns structures; basic 
elements and relationships between them are generated, 
it’s not implementation of the solution of specific 
problem. To generate a template user must select 
appropriate names for key elements. Appropriate names 
for the key elements must be given by the user, in order to 
generate a pattern. 

C. Refactoring Component: 

Provides methods for automatic code refactoring. The 
code is supplied as input of any method, as for inputs are 
accepted only properly constructed classes. Each method 
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performs the appropriate changes and returns the modified 
code as a result. 

D. AntiPatterns Identification and fixing 

Provides methods for code analysis. The code is 
supplied as input of a particular method and as result of 
code analysis the poorly constructed sections of code are 
colored. The colored code should be rewritten in order to 
increase its readability and maintenance. 

E. Design Pattern Identification:  

Provides methods to examine source code and to 
identify candidates for design patterns [6]. This 
component is still under development. Our detection 
strategy is based on the code inspection. Extensive 
research has to be conducted to develop techniques to 
automatically detect candidates of DP in the code. 

[Source Code]

Accumulation of Knowledge

Design Patterns Identification

Design Pattern Generation

AntiPatterns Identification and fixing

Refactoring [Refactored Code]

 
Figure 1.  General structure of the approach for software development 

based on Patterns and Refactoring 

III. SOFTWARE IMPLEMENTATION OF THE 

APPROACH 

Based on the approach proposed a web system was 
developed. The basic structural elements of the web 
system are presented in figure 2. 

A. Main Page: 

 It aims to present the different sections of the system 
with a short description and redirect the user to any of 
them. 

B. Encyclopedia:  

It aims to provide information on design patterns and 
AntiPatterns. It consists of two parts: menu type accordion 
and informative part. The user can select from the menu a 
concrete DP or AntiPattern. When you choose a concrete 
pattern then the information about it is displayed in the 
informative part. The section describes the problems that 
each design pattern solves, the advantages it provides and 
the situations in which it is used. For AntiPatterns – their 
nature and options to be avoided are described. This 
section is realized as one page with dynamic content that 
is changed through asynchronous AJAX requests to the 
server. 

C. Design Pattern Generation:  

This section offers functionality to generate sample 
implementations of the structure of the design patterns. 

The user chooses a type of pattern, inputs its parameters 
and click button "Generate". The generated code is 
displayed below the form. An example of design pattern 
(Template Method) generation is presented in figure 3. 

 

 

Figure 2.  Basic structural elements of the web system 

D. Refactoring:  

This section provides 8 methods for automatic code 
refactoring: “Extract Method”, “Inline method”, “Replace 
Temp with Query”, “Encapsulate Field”, “Replace Magic 
Number with Symbolic Constant”, “Replace Constructor 
with Factory Method” and “Self Encapsulate Field”. Each 
method performs the appropriate changes of the code and 
the modified code is returned as a result. 8 refactoring 
methods are provided by the tool. In the left section of the 
refactoring window (figure 4), the user puts the code, 
which must undergo refactoring. After entering the 
necessary parameters the user has to press button 
"Refactor". The refactoring code is displayed in the right 
pane. 

E. AntiPattern Identification:  

This section offers methods for code analysis with the 
goal to detect AntiPatterns (“Duplicated code”, “Too 
many parameters in a method”, “Complicated If’s”). The 
code is supplied as input to each method, which analyzes 
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and paints the poorly constructed code sections. Then 
poorly constructed pieces of code must be rewritten to 
improve code readability and maintenance. Selecting a 
method (for example “Duplicate code”) a page for 
entering the code for analysis is visualized. After entering 
the necessary input data the user must press the button 
"Identify". The program will process the code and will 
paint the problematic code parts in red (the result is shown 
in the right section – figure 5). 

 

 

Figure 3.  Template Method generation 

 

Figure 4.  Refactoring window - method “Encapsulate Field” 

 
Figure 5.  AntiPattern Identification window – “Duplicate code” 

identification 

IV. CONCLUSIONS AND FUTURE WORK 

The practical application of the developed software 
model in the practical exercises on the course “Computer 
Organization” has led to the following conclusions: 

An approach for software development based on 
АntiPatterns detection and Design Patterns identification 
and generation is proposed in this paper. It relies on 
techniques that generate the structure of Software Design 
Patterns, find AntiPatterns in the code and perform Code 
Refactoring. Refactoring increases the software quality, it 
is a general way for software evolution to a better version.  

The developed approach is implemented in a software 
system that that already has been applied in software 
engineering teaching process but could be also used in the 
real software engineering practice. It relies on the 
realization of 4 main sections: educational section that 
gives information on design patterns and AntiPatterns; 
Design Pattern generation section that offers functionality 
to generate the structure of 26 design patterns (Creational 
DP, Structural DP and Behaviour DP) in C#; AntiPattern 
identification section that at this time provides realization 
only of 3 methods for AntiPatterns detection; Refactoring 
section that provides 8 methods for automatic code 
refactoring. Each method performs the appropriate 
changes of the code and the modified code is returned as a 
result. 

Our work associated with the approach presented and 
the system developed is still in its initial phase. We plan to 
add new patterns and AntiPatterns in encyclopaedic part. 
Support for languages other than C# can be provided by 
the Design Pattern generation Component. Future work is 
needed to implements more refactoring, AntiPattern and 
design pattern generation methods. In this time “Design 
Pattern Identification” section is only sketched and has not 
been studied and fully developed. So, we plan quite 
extensive research for the future implementation of this 
section. 
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Figure 1.  The globe view of the path of totality for the August 

21, 2017 total solar eclipse.  

[Image Credit: NASA’s Scientific Visualization Studio] 
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Abstract—In August 21. 2017 a total solar eclipse was visible 

across the United States. I registered the changes in light, 

temperature, air pressure and relative humidity changes 

during the eclipse. In the followings I shortly present the 

device and the results as well.  

I. INTRODUCTION 

On Aug. 21, 2017, skies darkened from Lincoln Beach, 
Oregon to Charleston, South Carolina. The event was the 
first total solar eclipse visible from coast to coast across 
the United States in 99 years. A total solar eclipse occurs 
when the shadow cast by the moon is sweeps through the 
surface of the Earth (Figure 1.). Seeing from Earth, the 
disk of the moon appears to completely cover the disk of 
the sun in the sky. During a total solar eclipse, the sun's 
tenuous outer atmosphere, the corona, becomes visible. 

My goal was registering and analyzing the changes in 
the environment conditions, namely the changes of light, 
temperature, humidity and atmospheric pressure during 
the eclipse. For this purpose I designed an ARDUINO-
based device.  

 

II. THE ARDUINO FAMILY 

Arduino is just one small part of the single-board 
computing (e.g. Raspberry PI among many others) and the 

world of embedded electronics and DIY (Do It Yourself) 
technology. Some selected resources: [1] – [22]. 

Arduino was named after a bar frequented by students 
at the Interaction Design Institute in the northern Italian 
city of Ivrea. The bar was named for an Italian king, 
Arduin of Ivrea, who briefly ruled Italy around 1000 CE. 
The word ”Arduino” roughly translates to “strong friend.”  

Arduino is:  

• an open-source electronic prototyping platform 
based on flexible easy to use hardware and 
software, that was designed for artists, 
designers, hobbyists, hackers, newbies, or 
even professionals, and anyone interested in 
creating interactive objects or environments. 

• consists of both a physical programmable circuit 
board (often referred to as a microcontroller) 
and a piece of software, or IDE (Integrated 
Development Environment) that runs on our 
computer, used to write and upload computer 
code to the physical board. 

There are many varieties of Arduino boards that can be 
used for different purposes. The term "ARDUINO" refers 
to a whole family, see TABLE I. below.  

The boards differ in sizes and shapes as well as 

capabilities. Some are credit card sized, others just a tiny 
stripe, or even round for fashion designers. (The LilyPad 
line of wearable Arduino boards feature large, sewable 
tabs for connecting project with conductive thread, and a 
distinct lack of corners so they don’t get caught up in our 
fabric.)  

TABLE I.   
ARDUINO MEMBERS 

General purpose ARDUINO boards 

 
MCU only boards 
Combined MCU / MPU boards 

Special purpose ARDUINO boards 

 
ARDUINO Esplora 

ARDUINO Robot 

ARDUINO compatible boards 

 
Intel Galileo, Gen 2 

Intel Edison 

ARDUINO shields 

 Ethernet, WiFi, GSM, Motor, Relay and others 
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Figure 2. The ARDUINO Uno board used in the project 

 

Figure 3. The Data Logging Shield 

Most Arduino boards built around an ATmega 
microcontroller unit (MCU), which is like a complete 
computer. It has CPU, RAM, Flash memory, A/D 
converter, and input/output pins, all on a single chip. It is 
designed to attach all kinds of sensors, LEDs, small 
motors and speakers, servos, etc. directly to these pins, 
which can read in or output digital or analog voltages 
between 0 and 5 volts. Its wide voltage tolerance and low 
power consumption makes it perfect for the Arduino. 

Arduino can interact with buttons, LEDs, motors, 
speakers, GPS units, cameras, the internet, and so on. This 
flexibility combined with the fact that the Arduino 
software is free, the hardware boards are pretty cheap, and 
both the software and hardware are easy to learn has led to 
a huge variety of Arduino-based projects. 

A. Some special ARDUINO terms 

• shield: Arduino shields are modular circuit 
boards that piggyback onto Arduino to expand 
with extra functionality. 

• sketch: Arduino programs are called sketches. 
They are usually written in C++. 

B. ARDUINO programs 

The structure of the sketches is very simple. It consists 
two parts: setup and loop. 

• setup: It is called only once, when the Arduino is 
powered on or reset. It is used to initialize 
variables and pin modes. 

• loop: The loop function runs continuously till the 
device is powered off. The main logic of the 
code goes here. Similar to while (1) for micro-
controller programming. 

 

The Arduino connects to the computer via USB, where 
we program it in a simple language (C/C++) inside the 
free Arduino IDE (Integrated Development Environment) 
by uploading the compiled code to the board. Once 
programmed, the Arduino can run with the USB link back 
to our computer, or stand-alone without it — no keyboard 
or screen needed, just power. 

III. THE DEVICE 

For logging the data measured during the total solar 
eclipse I used the following components: 

• ARDUINO Uno R3 board (Figure 2.) 

• XD-05 Arduino Data Logging Shield Module 
(Figure 3.) 

• YURobot Easy Module Shield v1(Figure 4.) 

• BMP-280 Barometer Atmosphere Pressure 
Sensor module (Figure 5.) 

• VK2828U7G5LF GPS Module (Figure 6.) 

 

A. The ARDUINO Uno R3 board 

The ARDUINO UNO R3 is a General purpose MCU 
only board. The heart of the board is the Atmel AVR 
ATmega 328.The ATmega328 on Arduino Uno contains a 
modified Harvard architecture 8-bit RISC processor as 
well as a block of flash memory, multiple timers, analog-
to-digital converters and PWM generators, all packed into 

that one little chip. (The R3 refers to the development 
phase of the basic ARDUINO board.) 

B. The XD-05 Arduino Data Logging Shield Module 

This shield has a RTC (Real Tim Clock) module and a 
SD card module. In addition to, there is an empty space 
for prototyping. The main features: 

- RTC with battery 

- Realtime reading 

- SD card interface  

- Could save data to any FAT16 / FAT32 SD card 

- 3.3V level transmit circuit 

C. The YURobot Easy Module Shield v1 

This shield integrates various module functions and we 
can directly program to complete the experiment without 
welding and coping jungle of cables. 

Board Features: 

– Two pushbuttons 

– Two channels LED module (a Blue and a Red LED 

– Full color LED module (one RGB LED) 

– Infrared receiver module  

– Brightness sensor module (CdS Photorezistor) 

– LM35D temperature sensor module 

– Passive buzzer module 

– Rotary potentiometer module 

– DHT11 temperature and humidity sensor module1 

– One I2C interface (SDA A5, SCL A4) 

– One TTL serial port 

– Two channel digital quantity port (D7, D8) 

– One channel analog port (A3) 

– Reset button 

1 The DHT-11 Digital Temperature and Humidity Sensor is laboratory 

pre-calibrated, and uses Single-wire communication 

AIS 2017 • 12th International Symposium on Applied Informatics and Related Areas • November 9, 2017 • Székesfehérvár, Hungary

- 31 -



 

Figure 4. The YURobot Easy Module Shield v1 

 

Figure 6. The GPS module 

 

Figure 5. The BMP-280 module 

D. The BMP-280 Barometer Atmosphere Pressure 

Sensor module 

This module has two sensors, one for temperature and 
another for barometric pressure, and can even be used in 
both I2C and SPI. (SPI = Serial Peripheral Interface is a 
synchronous serial data protocol used by microcontrollers 
for communicating with one or more peripheral devices.) 
The sensors are very precise: measures barometric 
pressure with ±1 hPa absolute accuracy, and temperature 
with ±1.0°C accuracy. Because pressure changes with 
altitude, and the pressure measurements are so good, we 
can also use it as an altimeter with ±1 meter accuracy. 

E. The VK2828U7G5LF GPS Module 

I used this GPS module for obtaining the precise 
geographic coordinates (latitude, longitude and altitude) 
and the time of the observation.  

The GPS module communicate with the ARDUINO via 
serial port. 

IV. COMPLETING THE HARDWARE 

Although the Data Logging and Easy Shield modules 
match perfectly to ARDUINO as a piggyback device 
using pins and headers, completing the device still needed 
some wiring and other considerations. The BMP-280 
module uses I2C, so I connected SDA to the A4, the SCL 

to the A5 pin (A means analogue pin of the 
Microcontroller). The GPS module uses serial 
communication, so the GPS TX went to the D8, and the 
Rx to the D7 pin of the ARDUINO board (D means 
digital pin of the Microcontroller). 

For the possible most accurate measurements the A/D 
converter needs a reference voltage. Because the 
ARDUINO UNO has limitations, as a circumvention I 
connected the on board 3.3 V to the pin A3, considered as 
stabilized value. The idea behind this, that if the power of 
the microcontroller as reference is changing for any 
reason, measuring a fixed 3.3 Volt gives us an opportunity 
correcting the digitized values of other analog devices.  

V. OTHER CONSIDERATIONS 

As from the previous sections follows, I used many 
interfaces. Some sensors communicate via I2C, others on 
one-wire, on serial port or even produced analog signal, 
and needed free pin for connecting to the A/D converter. 
Moreover, the A/D converter uses the power level of the 
microcontroller as a reference.  

Powering up the Arduino has two possibilities. One 
possible way is to use the USB port, the other is using the 
power jack. Since I want using the ARDUINO as a 
standalone device, I needed an external power bank. 
Because the measurement lasted many hours, the input 
voltage could not be considered as constant. On the other 
hand, the on board 3.3 V power regulator needs some 
extra power, so the output power drops about one to two 
Volts. As a result, if we try to operate the device from 5 
Volts, the system become instable, so the external power 
should be about 9 Volts.  

The UNO has some limitations in number of pins and 
memory. That caused another headache. I could not use 
the GPS module and the sensors simultaneously. 
Moreover, as it turned out, the RTC does not keeps the 
proper time on long run. As a result, the measurement 
occurred in two steps. First, I had to upload the sketch for 
the GPS to synchronize the RTC, and get the geographic 
position of the site, then upload the data collecting and 
recording sketch.  

VI. THE SOFTWARE 

The program using the device consists of two sketches: 
the “GPS2RTC_Sync.ino” and the “EclipseLOG.ino”. 
(The “.ino” extension is the standard for the ARDUINOs.) 
The first program reads the standard NMEA sentences 
from the GPS receiver, and prints to the serial monitor the 
RTC time, the GPS time and date, and the quality of the 
reception. If the quality of the reception is good enough 
(Fix = 1, Quality = 2), then the RTC time will be updated 
(synchronized) once. The serial monitor will show the Fix, 
and Quality, the geographic position (latitude, longitude 
and altitude), and the number of GPS satellites seen in 
each secons.  

The second program at start initializes the SD card, and 
creates a new .csv file (LOG_xx.CSV), by incrementing 
the index. After that it creates a record with the following 
contents: 

• # of record 

• milliseconds elapsed from the start 

• seconds elapsed from 01.01.1970 
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Figure 7. The data from GPS module 

 

Figure 8. Changes of light, temperature and atmospheric pressure 

during the 4 hours observational period 

 

Figure 9. Changes of temperature and relative humidity during the 4 

hours observational period 

• the current date and time (UTC) in human 
readable format 

• luminosity (Volts on CdS photoresistor) 

• atmospheric pressure (BMP-280) 

• temperature in Celsius (BMP-280) 

• temperature (Volts on LM35) 

• temperature in Celsius (converted from LM35) 

• temperature in Celsius from DHT11 sensor 

• relative humidity in % from DHT11 sensor 

• Ref3 – digitalized value of the stabilized 3.3 V 

The registration is started for pushing either K1 or K2 
buttons on the Easy Module Shield. (We can stop 
recording data for the same action.) The data is updated in 
each second, and is echoed to the serial monitor as well. 
The records created are stored in a buffer, and after 
collecting 10 records the content of the buffer will be 
stored on the SD card.  

VII. RESULTS 

The measurement was successful. The results (the 
content of the csv file created) were processed in EXCEL, 
and present them in graphical form.  

The Figure 7. shows the data obtained from the GPS 
module. Figure 8. presents, how the illumination, the 
temperature and the air pressure changed during the 4 
hours observational period, the measurement was taken. 
The illumination came from the CdS photoresistor, the 
temperature and the pressure from the BMP-280 detector. 

On Figure 9. we can see the temperature obtained from 
LM35 and the DHT11 sensor, and the relative humidity 
changes. We have all together three temperature curves. 
They have the same figure, but different values. This is 
not an error, but result of different position. The BMP-280 
was inside the device, between two shields, the LM35 was 
exposed to the direct radiation of the Sun, and the third 
was in a shaded place, under the DHT11 protecting 
housing. 

Zooming into the totality (Figure 10.), we get a nice 
smooth curve. The bottom of the light curve is not flat, 
because of the Sun’s although dim, but well visible outer 
atmosphere. the corona. Differentiating the light curve, we 
can determine the duration of the totality which is 2 
minutes 17 seconds, corresponds to the prediction for the 
site of the observation. 
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Figure 10. Zooming into the totality. The lower 

cure is the derivative of the light curve. 
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how 

[8] https://en.wikipedia.org/wiki/Solar_eclipse_of_August_21,_2017 

[9] http://forefront.io/a/beginners-guide-to-arduino 

[10] https://github.com/adafruit/Adafruit_Sensor 
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download_wiki_attachment.php?attId=1909 
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[16] https://www.arduino.cc/en/Reference/Wire 

[17] https://www.arduino.cc/en/Tutorial/MasterWriter 

[18] https://www.arduino.cc/en/Main/Products 

[19] http://www.instructables.com/id/Intro-to-Arduino 

[20] http://www.instructables.com/id/BMP280-Barometric-Pressure-
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[21] http://www.instructables.com/id/How-to-Use-the-Adafruit-
BMP280-Sensor-Arduino-Tuto 
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Abstract 

The paper focuses on the development of a young 

bilingual’s strategic language use and her identity 

formation in the dual language acquisition process.   A 

functional analysis of her oral language production 

drawing on naturally-occurring discourse and her 

metalinguistic comments reveal manifestations of her 

multiple personality While analysing the dataset, 

patterns are identified in her self-regulation process to 

have a better understanding of how her sense of self is 

modified and diversified in a dual linguistic 

environment. 

 

1.Introduction  

The present paper is a part of a longitudinal study, 

which is to investigate and analyze my third child’s, 

Sarah’s development in English as a second 

language (L2) betwen the ages of one and eleven. At 

present she is seventeen years old. Sarah has been 

raised in a dual Hungarian-English context: she has 

acquired and used these two languages at a time from 

birth but regarding English she had a limited 

community support for the simple reason that we are 

Hungarians and live in Hungary.  English is 

mediated by her parents, primarily by me, her 

mother, and other native and non-native speakers of 

English who belong to the family’s social network. 

In order to create favourable conditions for her 

second language acquisition we try to observe a 

carefully established language boundary pattern and 

a clear labour division and language separation 

between Hungarian and English. It means the use of 

English and Hungarian is systematically related to 

certain situations, places and people. My 

investigation focuses on (1) Sarah’s interlanguage 

development at different levels of language analysis 

(2) the development of her strategic language use 

and (3) her identity formation in the dual language 

acquisition process.  I conducted a functional 

analysis of her oral and some of her written language 

production (personal letters), drawing on her L1-L2 

and L2-L1 language shift and on her narratives 

retrieved from semistructured retrospective 

interviews I conducted with her to find evidence of 

her motives of using L2. To find traces of directly 

unobservable internal cognitive and psychological 

processes such as strategies for learning and 

communication I investigated the communicative 

intentions in my participant’s language choice and 

metalinguistic comments. While analysing the 

dataset I tried to identify patterns in her 

appropriating linguistic forms to functions and also 

in her self-regulation processes in the dual linguistic 

environment.  

My research is to document (1) how my participant 

applies code-switching as a strategy to mediate a 

range of communicative intentions; (2) how her 

sense of self is reflected in her language alternation 

and metalinguistic comments; (3)how  her language 

use strategies and her sense of self are modified and 

diversified in the dual linguistic environment; (4) 

how her bilingual identity changes across time and 

situations. 

 

II.The aim of the study 

My research aims at understanding my daughter’s 

identity development as it is displayed in language-

related episodes of her free and spontaneous 

interactional exchanges. I present manifestations of 

her multiple personality and attempt to find 

important patterns in the data. The excerpts below 

are to explore how Sarah’s interactional practices 

and orientations to bilingualism are utilized by her as 

a resource for constituting social relations and 

identities (Cekaite/ Björk-Willén [2:177]) and how 

bilingualism becomes a ’significant aspect of self 

perception and interpretations of developing 

bilingual life’ (Gafaranga [8:510]).  

In the present paper the following central research 

question is addressed:  

1) How do Sarah’s language-related free 

conversations, code-switches, appeals and 

orientations to L2 reflect her bilingual 

identity transformations in her developing 

bilingualism? 
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In my category system I rely on the categorization 

and typology of scholarly researh (Baker [1]; 

Cekaite/Björk-Willén [2]; Cromdal [6]; Gafaranga 

[8]; Pavlenko [11]). The data presented as excerpts 

in my dissertation are organized according to the 

following categories: 

1. Social identity development in interaction  

2. Self-defence – coping with negative 

feedback and peer criticism – Asking for 

justification and reinforcement  

3. Highlighting deficiencies and asymmerties 

in second language knowledge  

4. Defining group boundaries – Preserving 

alliance and privacy  

5. Finding ways to enhance learning 

III .Research design - Theoretical background 

My research falls into the category of qualitative 

research and involves one person, my own child. It 

is a single case study conducted longitudinally with 

a time-span of ten years aiming at understanding a 

bounded phenomenon:in a marginalized linguistic 

environment. I focus on the study of language from 

the point of view of the individual user, putting a 

special focus on the choices she makes, on, the 

constraints she encounters when using language in 

social interaction and the effects her use of language 

has on other participants in the act of communication 

(Crystal [5]. I approached my data from a purely 

qualitative perspective, and analysed them with the 

help of qualitative methods. Interpretive research 

(Chaudron [3] is appropriate as I focus on how my 

participant makes sense of her rexperiences and also 

how the researcher in turn makes sense of the data 

obtained from interviews, observations, narratives, 

and other sources. 

Data for the research were drawn from multiple 

sources, collected with the help of (1) participant 

observation and field notes, (2) semi-structured 

retrospective interviews conducted with the child, 

and (3) other documents such as the child’s writings 

e.g. personal letters and drawings. The pragmatic 

analysis gives opportunity to reveal Sarah’s 

orientations to bilingualism and allows for knowing 

more about (1) motives of language alternation and 

(2) transformations of her identity in her developing 

bilingualism. 

IV. Discussion 

 

I base my discussion on two Gricean assumptions 

that: (1) communication is a joint activity of the 

speaker and hearer, which involves the exchange of 

communicative intentions; (2) a single utterance can 

convey a range of meanings depending on to whom 

it is directed and in what context (Grice, [9:50]). 

The table below shows the categories as the main 

organizing principle in grouping the  selected 

discourse pieces of Sarah`s talk. 

Table 1. Categories of language-related episodes to reveal Sarah’s 

multiple identities 

Category Description 

1) Social 

identity 

development  

 

Affiliation efforts and 

adjustment to the local 

norms. Ways of 

regulating, identifying 

and redefining herself 

in the cultural group 

depending on her 

personal needs and 

interests. Orientations 

to bilingualism at 

different points of 

developing 

bilingualism.Reference 

to natives’ approval 

makes a distinction in 

the local social order.  

 

2) Self-defence 

–coping with 

negative 

feedback - 

asking for 

justification 

and 

reinforcement 

Orientations to peer-

initiated criticism, 

discussions of peer 

pressure cases. Sarah’s 

socializing into 

appropriate ways of 

regaining entitlement 

to use a language, 

which normally does 

not belong to her 

monolingual peer 

group members, her 

perception of the 

relative nature of L2 

competence, her sense 

of self in the language 

learning process. 

 

3) Highlighting 

deficiencies 

and 

asymmerties 

in second 

language 

knowledge 

Struggles to reach the 

respectful  position of  a 

sufficiently competent 

speaker of English. The 

impact of peers’ 

comments mean further 

motivation to use and 
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improve her L2. L1 is 

often used as reference 

points to assess 

proficiency in L2 and is 

a tool to construct 

knowledge in that 

language.  There is a 

geographical and 

social-interactive   

separation between L1 

and L2. 

 

4) Defining 

group 

boundaries - 

Preserving 

alliance and 

privacy 

 

Peer group negotiations 

as social sites for 

building local social 

order, values and 

norms that regulate one 

another’s conduct and 

group-belonging.  

5) Finding ways 

to enhance 

learning 

Manifestations of 

Sarah`s justification of 

the importance of L2 

knowledge. Her 

understanding that her 

English knowledge is 

an additional asset, 

which is acknowledged 

by legitimate, 

authorized and 

competent users of L2, 

such as native peers 

and school teachers. 

 

 

1.Social identity development in interaction 

 

The example below reveals Sarah’s perception of her 

L2 competence and that of her position in the local 

social group. 

Excerpt 1 

 I don’t know ’hörghurut’ in English, we say only ’ill 

And even Brandy says so’. (7;2) 

The excerpt is suggestive of Sarah’s alignment with 

the L2 language community. The fact that 

identifying herself with native speakers represented 

by Brandon authorizes  her to be treated  as a 

legitimate L2 speaker (Norton [10]) who is 

knowledgeable enough to make  valid statements  

about the target language. Her inferences about her 

group affiliation betray that in the interaction she had 

developed a powerful subject position. References to 

shared  language use habits with fully authorized 

native speakers of L2 like Brendy increases her self-

esteem and self-confidence. Building collective 

identity  gives her power and authority.  

2.Self-defence – handling negative feedback 

Excerpt 2 

’Szandra says especially grammar can be learnt only 

from a teacher, one cannot learn it from one’s 

mother.Then I said that it is possible, I also know it 

from you, and Kasia is learning from her mother 

too.’ (8;4) 

Peers’ questioning the relevance of a language 

learning environment where one’s own mother is the 

mediator of a foreign language and learning occurs 

in home settings without organized and institutional 

framework is a recurring topic of Sarah’s discourse. 

The peers’ concept of language competence 

represents a general view of those who base their 

ideas on institutional learning at school. According 

to this general view English is identified with the 

language of schooling, where firm knowledge of 

words and grammar is the strongest predictor of 

one’s good results in the English lesson. High level 

of language competence is guaranteed only by 

institutional learning supported and controlled by an 

authorized person, preferably a teacher. Sarah’s 

dilemma generated by peer pressure is reflected in 

her contesting for the position of the competent L2 

user (Ricento [12]). She justifies the relevance of 

learning English at home with her mother arguing 

that it is as realistic as learning at school with a 

teacher. 

3. Highlighting deficiencies and asymmerties in 

second language knowledge 

Excerpt 3 

I didn’t know what ’melléknév’ in English. I asked 

Brendy, and he didn’t know either, he said if his 

mother doesn’t know something she also looks it up 

in the dictionary, though she is English. I also said 

we never say such grammar stuffs, just talk.    (9;5) 

As academic terms do not constitute the lexicon of 

the routinely discussed topics in home settings, 

Sarah has the opportunity to acquire English for only 

the communicative function but has insufficient 

knowledge of the language of schooling. Her  

awareness of the functional differentiation of 

language use  is displayed by her insisting that 

discrete testing for words is unusual in naturally 

occurring discourse. Similarly she questions the 

relevance of word-for-word translation being the 

primary predictor of one’s foreign language 

proficiency. However, she argues that she has 
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developed a good level of proficiency regarding the 

vocabulary of those topics that are involved in 

naturally-occurring conversations, loose 

conversations and informal discussions. 

 

4. Defining group boundaries – Preserving alliance 

and privacy 

Excerpt 4  

’I don’t speak to mummy in the school. Because 

there we didn’t use to. And everybody would stare at 

me. I don’t want to boast.’ (9;10) 

Sarah’s utterance implies that not all of her 

Hungarian peers belong to the well-informed and 

initiated circles of her bilingual environment. As a 

consequence, she judges L2 usage as an insult and 

disrespect in the L1 environment.  She identifies 

such disrespectful behaviour with boasting, which 

would entail ousting her from the community.  The 

instance depicts her alignment to the norms of L1 

community, where L1 use is the local preference, 

whereas the use of L2 would be condidered as 

inappropriate.  

5.Finding ways to enhance learning  

Excerpt 5 

Good, but in the test paper it is not enough to write 

about what I did today. There one must know the 

material of the lesson! Let’s start to learn grammar’   

(10;7) 

The metalinguistic comment in the excerpt above 

implies that using the target language at home and in 

other informal frameworks does not allow for 

success in the language of schooling. There are two 

distinct functions of language: the communicative 

and the cognitive function. In free conversations 

either in formal or informal settings we rely on the 

communicative function, whereas using the 

language for academic purposes in particular 

knowledge areas emphasizes the cognitive function 

of language. Apparently academic functioning goes 

beyond naturally occurring free conversational 

topics and claims for specialized terminology, which 

requires instructed learning and directed attention.   

V. Conclusions 

Viewing identity I reported on how Sarah 

experiences her linguistic and personal identities 

through the process of her second language 

acquisition. I attempted to explore what influence 

bilingualism has on these perceptions, identified and 

analysed my participant’s feelings associated with 

language alteration. Recurring patterns were studied 

and evaluated in the silouettes according to the types 

of her feelings and self-perceptions.  

In terms of her self-perception and identity 

formulation the applied categories of her bilingual 

usage shown how she 

(1) consults and involves more competent 

language users and other authorities of 

knowledge to determine her linguistic 

identity and tolerate her imbalances in L2 

learning process 

(2) interprets, evaluates and integrates peer 

pressure and criticism (Cekaite & Björk-

Willén [2]) 

(3) monitors and evaluates her learning process 

in terms of L2 in response to her social 

environment’s feedback, and finds 

opportunities to identify deficiencies and 

asymmetries in terms of her L2 knowledge  

(4) uses L2 to align with the community to 

form alliance and privacy or, on the 

contrary,  distances herself from it 

(5) builds distinctions via L2 expertise 

(Cromdal [6]; Gafaranga [8]) and how L2 

expertise reformulates local social order 

(6) seeks and finds opportunities to practise 

and enhance L2 learning in natural 

interactions, handles discomfort by finding 

ways to avert inferior status in terms of L2 

(Cekaite & Björk-Willén [2[) 

(7)  appeals for help and reinforcement to cope 

with an emerging communication problem 

In the investigation of Sarah’s communicative 

intentions and identity transformations I intend to 

create awareness in my readers that in her language 

use the indicated categories are not separable. 

Sarah’s language use shows a complex picture where 

different intentions are interwoven and manifest 

themselves in a variety of combinations and 

complement each other. For this reason it is typical 

that I relate a particular utterance and discourse 

sample to several communicative intentions and 

identity perceptions as a consequence, a particular 

analyical category is exemplified with a number of 

excerpts.  However, if one excerpt is justified to 

represent more than one type, I followed a twofold 

principle: (1) I presented that particular excerpt only 

once, in the most relevant case, or (2) doubledrew on 

the same excerpt to find underpinnings for two 

possible categories. Thus certain categories and 

development stages are exemplified and represented 

less than others.  The reason for such asymmetry is 

explaind by the fact that: (1) I failed to document all 

the relevant samples during data collection; (2) the 

representative examples of the analytical categories 

emerge unevenly and asymmetrically in authentic 

speech.   Such overlaps and disproportions have 

caused analytical difficulty and my data do not allow 

for symmetrical and proportionate demonstration of 

the selected analytical categories. I used unchanged, 

original data for my analysis to fulfill  reliability and 

validity obligations of qualitative research.  
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Abstract— Working experience of university students might 

have crucial importance in later successful career. The huge 

market demand for experts in informatics and students in 

informatics create a special human resource environment. 

While the players at industry try to find university students 

in informatics, students are in dire need to establish practical 

and industrial knowledge.   

The aim of the present study was to assess data on working 

experience in full time university students at Institute of 

Engineering, Alba Regia Technical Faculty, Obuda 

University, and to relate it with programming language 

knowledge.  

A self-reported questionnaire was assessed in 173 students 

from the 193 full time and active students. Data collection was 

taken place in May, 2016. Sociodemographic data, 

programming language knowledge, foreign language 

knowledge, working experience and study progress 

information were assessed. Statistica 7.0 software package 

was used to analyze the data, with the help a General Linear 

Model. For the present analysis, dual training students 

(obligatory professional job experience from the beginning of 

their studies) were excluded, thus the data of 155 students 

were presented. 

Earlier or current job was present in the case of 109 

students (70.32%), 81 students had current job (52.26%), 

while 55 students (35.48%) had an actual job related with 

technical higher education. Programming language 

knowledge was significantly higher in students with 

professional job experience (p<0.05). Significant positive 

correlation occurred between professional technical English 

language knowledge and programming language knowledge 

(Spearman R= 0.31, p<0.0001). Students with current job 

report a marked development in their soft skills 

(communication, presentation skills, decision making, 

creativity) and their technical knowledge as well. 

The interpretation of the above data might be crucial in 

further establishment of the dual training system. 

 

Keywords: Higher education, Informatics, Programming 

language, University student, Working experience. 

 

 

 

I. INTRODUCTION 

 

A. Working experience of university students 

 

Working experience of university students might have 

crucial importance in their successful career [1,2]. After 

graduation, ex-students have to face with the expectations 

of the job market. Additional to the technical knowledge, 

working experience and a series of skills are expected at 

the workplace: flexibility, working alone and in groups, 

decision making, presentation and communication skills 

[3-5]. On one hand, regular university studies are not 

capable providing these kind of experience, and even up-

to-date technical knowledge can be found at fast-

developing industrial partners instead of the universities. 

Thus, students are in dire need for having practical 

industrial air around them. On the other hand, high-tech 

industrial partners have a continuous problem with the 

replacement/restructuring of the technical human 

resources, and graduates in engineering and informatics 

are among the most successful new job seekers [6-8]. 

Thus, working as student of a technical university has two 

driving force, one from the motivational individual surface 

as successful early career move, and a continuous need at 

the level of companies for technical newcomers. 

As a partial and organized solution to the above question, 

the dual training system have been introduced to the 

technical higher education in general, and also to the 

Hungarian technical higher education system. Dual 

students have double burden from the very beginning of 

their studies: additional to the regular university curricula, 

an official and continuous expectation is also present from 

the industrial partner [9]. At Obuda University, the dual 

training was introduced in 2015, at Alba Regia Technical 

Faculty, in parallel with other Hungarian Universities. The 

majority of students then did not have official dual 

training, but a significant number of students had jobs 

during their university curricula. 

To our best knowledge, no official database exist on the 

working experience of university students in Hungary in 

general, and at the technical higher education in particular. 

As a model experiment, the present study addressed the 

bachelor students of the Institute of Engineering, Alba 
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Regia Technical Faculty. In the year 2015/16, the faculty 

had bachelor student in electrical engineering, engineering 

informatics and technical management. Additional to the 

working experience, factors related with working and job-

seeking behavior were also considered, as motivation, 

language skills and importantly, programming language 

knowledge. Higher programming language experience 

was hypothesized in students with working experience. 

The development of skills were also hypothesized at 

university students with working experience. 

 

 

B. Aims 

 

The aim of the present study was to delineate and analyze 

working experience and programming language 

knowledge of university students at the Institute of 

Engineering, Alba Regia Technical Faculty. The above 

sample might be used as an important target in our 

understanding of job preferences and skills of students 

within technical higher education in general, and 

informatics related fields in particular. 

 

 

II. METHODS 

 

The study was approved by Obuda University, Alba 

Regia Technical Faculty. A detailed questionnaire was 

assessed in 173 regular students, from the registered and 

active 193 students (89.64%). The detailed questionnaire 

was registered by one of the Authors (Z. Scherer), within 

a personal interview in May 2016. The questionnaire was 

registered via a person specific code, and the following 

major data groups were registered: socioeconomic 

background, social and extracurricular activity at the 

university, study progress, programming language 

knowledge, general foreign language knowledge, 

technical foreign language knowledge, earlier working 

experience, current working experience, current working 

experience related with technical higher education. 

Among the students, 18 students was within the dual 

training system. As these first year students could be 

considered as students with present working experience 

related with technical higher education from the first day 

of their higher education studies, their results was not 

included in the present analysis. Altogether, the data of 155 

students was presented. Among them, 27 (17.42%) first 

year students, 58 (37.42%) second year students and 70 

(45.16%) third year students participated in the study. The 

number of students of technical management was 50 

(32.26%), the number of students of electrical engineering 

was 32 (20.64%), while the number of students of 

engineering informatics was 73 (47.10%). The age of the 

students was 22.26±1.65 years (mean±SD; between 19-27 

years). 

The self-reported language knowledge in major 

European languages were assessed, but only the data of 

subjective English knowledge were presented. The details 

of the scoring and the extensive description of the 

questionnaire was described in an earlier manuscript [10]. 

The following major programming languages were 

targeted: php, java, html, css, c++, delphi, visual basic 

(vb), c, c#, r, assembly (ass), sql, pascal, or other 

programming language. The subjects were binary coded 

according to their subjective knowledge within a particular 

programming language.  

Statistical analysis. Statistica 7.0 was used to analyze 

datasets. Additional to the descriptive statistics, a General 

Linear Model (GLM) analysis was applied, where the year 

and different type of job experience were used as 

independent variable, while job experience, general 

English language knowledge, technical English language 

knowledge and programming language knowledge were 

used as dependent variables. Newman-Keuls tests were 

run in case of post-hoc comparisons. Spearman 

correlations were also run between programming language 

knowledge and English language knowledge. The level of 

significance was set at p=0.05. 

 

 

III. RESULTS 

 

From the 155 students included in the analysis, earlier or 

current job was present in the case of 109 students 

(70.32%), 81 students had current job (52.26%), while 55 

students (35.48%) had an actual job related with technical 

higher education. The working experience was highly 

related with the study progress: students in their later years 

worked in a higher proportion. In the case of earlier or 

current work, more than 80% of third year student had a 

job, while this number was below 40% in the case of 

students within their first year (Fig. 1, F(1,152)=11.861, 

p<0.001). Actual job also showed similar trends, current 

work was reported over 60% of students within their third 

year (Fig. 2, F(1,152)=4.086, p<0.02). Over 40% of students 

within their third year reported current job in relation with 

technical higher education (Fig. 3, F(1,152)=7.976, 

p<0.001). 

Subjective general English language knowledge was not 

related with the study progress (F(1,152)=2.111, p=NS), 

while higher technical English language knowledge was 

reported in students in their later years of studies 

(F(1,152)=3.548, p<0.04). 

 

Among the programming language directions, C#, html 

and sql was in the first three places (Fig. 4). Programming 

language knowledge was associated with the study 

progress (Fig. 5, F(1,152)=6.934, p<0.002). 

The reported programming language knowledge was not 

associated with earlier or current job (F(1,153)=1.973, 

p=NS), nor with current job (F(1,153)=1.569, p=NS), but 

was associated with current technical job (Fig. 6, 

F(1,153)=6.934, p<0.002). 

 

Significant positive correlation occurred between 

programming language knowledge and both general 

English (Spearman R= 0.19, p<0.02) and technical English 

(Spearman R= 0.31, p<0.0001) language knowledge. 
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The motivation of having current technical job was 

associated with experience in technical knowledge 

(41.82%), financial reasons (34.54%), future career 

(16.36%), and simple possibility (9.10%). During their 

specific work, the development of problem solving was 

reported in 72.72%, communication skills in 70.10%, 

independent working in 43.64%, decision making skills in 

41.82%, creativity in 40.00%, flexibility in 36.36%, 

presentation skills in 27.27%, programming skills in 

21.82%. 

 

 

IV. DISCUSSION 

 

The main results of the present study were the 

followings. First, job experience was associated with study 

progress, and the majority of the students had job 

experience during their studies. Second, programming 

language knowledge was also associated with the study 

progress, and current technical job experience was 

associated with higher programming language knowledge. 

Third, the students were motivated for technical jobs 

mainly in order to acquire technical experience, and were 

reporting significant development in a series of soft skills 

necessary for their later success. 

The proportion of working experience was considerably 

high in the present sample, and was even higher in the 

original sample including the students with dual training. 

Still, the exclusion of the dual students was necessary for 

the present analysis, as their “success” at the job market 

was not associated with particular skills acquired at the 

university. Dual students have to go through a selection 

process, and specific basal attributes might be different 

from the beginning, but the authors could not find major 

differences within the targeted attributes at early level of 

their university studies [10]. However, differences in the 

study progress might be present even at their first year of 

their university studies compared with non-dual students 

[9]. 

The present study described three levels of working 

experience, as previous (or current) work experience, 

current work experience and current work experience 

related with technical higher education. General English 

knowledge was not different in the above groups, but 

significantly higher technical English knowledge scores 

were reported in students with current work experience 

related with technical higher education. Interestingly, 

similar differences were observed in reported knowledge 

of different programming languages, and most 

importantly, a significant positive correlation was 

observed between reported technical English language 

knowledge and knowledge of programming languages. 

This finding was not originally considered as major link 

between factors necessary for later success in the field of 

engineering and informatics [4,5]. 

The development of practical knowledge [3] and the 

specific support of soft skills [7] are indispensable for later 

success, and these attributes also occurred in the present 

study. As a major drive for job experience, the dire need of 

practical and technical knowledge was the most important 

attribute in the motivation for current technical job 

performance. Students with current technical work 

experience reported a significant development in their 

problem solving and communication skills in more than 

70% of the cases, and a significant amount reported 

significant improvement in independent working decision 

making skills, creativity, flexibility, presentation and 

programming language skills. Thus, working experience in 

itself had a major educational power, and its optimal 

timing and effective intensity should also be reconsidered 

in students within the dual training system. But, analyzing 

driving forces might have to include inner motivation, 

what is a powerful and most important drive in the 

education of engineering and informatics [11]. 

  

The limitations of the study were the followings. Only 

155 students were considered in the present analysis, thus 

further longitudinal and even cross-sectional data 

collection would be indispensable for high level 

interpretation. On the other hand, the above sample was 

representative in the case of Institute of Engineering at 

Alba Regia Technical Faculty, thus within this context, 

these data might be interpreted. Other limitation of the 

study is the self-report of foreign language knowledge and 

programming language knowledge, additional to the 

reported development of the soft-skills. These measures 

can be assessed in a more objective evaluation process, 

albeit standardized procedures for the interpretation of the 

above measures in soft skills are still lacking from the 

literature. In future studies, these issues also should be 

addressed. 

 

 

V. SUMMARY 

 

In the present paper, working experience of 

undergraduate students at Alba Regia Technical Faculty 

was assessed and interpreted. Current job related with 

technical higher education was associated with more 

extensive programming language knowledge. Students 

with current job report a marked development in their soft 

skills (communication, presentation skills, decision 

making, creativity) and the development of technical 

knowledge as well. 
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Abstract - The paper describes the algorithms and software 

development for a robotic technology of microplasma 

spraying of powder and wire materials for applying 

biocompatible coatings for medical implants and 

instruments. The authors observe the challenges and 

prospects of the development and implementation of the 

robotic technology for manufacturing medical products.  

I. INTRODUCTION 

The multi-purpose methods of Thermal Coating 
Spraying have become popular all over the world lately 
[1, 2]. One of the major methods of gas-thermal 
deposition of coatings is plasma spraying. The micro 
plasma spraying (MPS) method is characterized by a 
small diameter of a spraying spot (1 ... 8 mm) and low 
(up to 2 kW) power of plasma, which results in low flow 
of heat into the substrate [3-5]. These characteristics are 
very attractive for the deposition of coatings with high 
accuracy, in particular for applying biocompatible 
coatings in the manufacture of medical implants.  

However, the treatment of surfaces of complex 
configuration presents a challenge for the implementation 
of the thermal spraying technology and requires 
automated manipulations of the plasma source and/or the 
substrate along with robotic control for appropriate 
treatment of a surface [1, 2].  

At present, robot manipulators are widely used in 
metallurgical industry, automotive industry and 
mechanical engineering, allowing to automate the plasma 
processing. However, they are used only for large-scale 
production, because every transition to a new product 
requires complex calibration procedures to achieve 
compliance with the model set in the robot previously. 
Thus, the problem of automatic code generation of a 
robot program for the model specified by means of CAD 
is in the limelight of researchers and developers of 
robotic systems [6-8]. 

The main prerequisites for the development of the 
research were the analysis of technical issues arising from 
the industrial robot application for coating by plasma jets, 
and the desire to expand the scope of tasks solved by the 
application of an industrial robot. The authors of this 
paper have carried out a work in the field of application 
of automated plasma methods of biocompatible or 
protective coating deposition, described in papers [9-11] 
and protected by certificates of intellectual property [12, 
13]. There is a need to develop methods of plasma 
coating to create medical products. There is some 
successful research in the technology development of 
biocompatible coatings microplasma spraying of 
biomedical application onto different types of implants 
conducted by scientists of E. O. Paton Institute of Electric 
Welding, National Academy of Science of Ukraine [4, 5], 
which is in close relationship with the present research, 
because  we have used the technological equipment for 
microplasma spraying developed at E. O. Paton Institute 
of Electric Welding (IEW), namely the MP-004 
microplasmotron mounted on the arm of Kawasaki 
industrial robot. Currently, on the basis of D. Serikbayev 
East Kazakhstan State Technical University (EKSTU) 
there is a robot-manned floor for microplasma materials 
processing, it allows testing new technological solutions 
to use biocompatible coatings for medical purposes with 
high (precision) accuracy. In order to obtain coatings with 
the desired structure and properties, it is very important to 
provide accurate modes of deposition and modification of 
coatings by plasma. 

As noted by several researchers [1, 2], the main 
disadvantages of the coatings achieved by using gas-
thermal methods are their high porosity and occasional 
poor adhesion to the substrate. Porosity can be useful at 
times, as in the case of ensuring reliable fixation of 
orthopedic implants into bones on account of the 
intergrowth into the pores of the bone tissue, etc., but in 
this case it needs to be controlled. 
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The aim of this work was to develop a robotic micro 
plasma spraying technology for applying biocompatible 
coatings in the manufacture of medical products. 

II. EXPERIMENT 

A. Equipment and Materials 

Within the activities of modern technologies 
development by D. Serikbayev EKSTU an experimental 
laboratory industrial complex for plasma treatment of 
materials based on an industrial robot has been 
established. Kawasaki RS-010LA (Kawasaki Robotics, 
Japan) industrial robot is a device consisting of moving 
parts with six degrees of freedom to move according to a 
predetermined track. It is controlled by a E40F-A001 
programmable controller. MP-004 microplasmotron for 
applying the powder or wire coating produced by E. O. 
Paton IEW, Ukraine is mounted on the robot arm. The 
assembly of the system has been carried out by Innotech 
LLP, Kazakhstan. 

Kawasaki RS-010LA robot manipulator 
characteristics: 

• Number of degrees of freedom - 6; 

• Positioning accuracy – 0.06 mm; 

• Maximal linear speed - 13100 mm/s; 

• Engagement zone - 1925 mm; 

• Working load capacity - 10 kg. 

The study has dealt with the starting materials for 
coating deposition: powders, wires and resulting coatings 
obtained by means of microplasma spraying, as well as 
substrates (in most cases 3 steel substrates treated by 
sandblasting were used). The range of materials in the 
study was broad enough to ensure the mastering of 
technological processes for different materials. Co-based 
and hydroxyapatite powders as well as Titanium wires 
have been used as the main materials for working out the 
microplasma spraying processes of biocompatible 
materials. 

B. Methods 

The technologies of plasma spraying of coatings 
require accurate adhering to the number of technological 
parameters (the distance from the plasma system nozzle 
to the surface of a workpiece, the nozzle movement 
speed, etc.) during the entire processing time. Exceeding 
these parameters beyond the permissible limits can lead 
not only to rejected products, but also to an accident (a 
short circuit). In cases when the robot program is 
generated according to a given geometrical model of a 
processed workpiece or part, the deflection of the shape 
of the real object from the model often leads to the 
violation of technological parameters of processing with 
all its undesirable consequences. This problem is 
particularly acute in the case of large-sized objects, 
including medical implants or instruments, when small 
relative errors of geometric parameters and object 
positioning correspond to unallowably high absolute 
deviations of the distances between the tool mounted on 
the manipulator and the object surface. The radical 
method of solving these problems is pre-scanning the 
surface of an object  

A modern robot manipulator can be considered as a 
means of allowing setting spatial position and orientation 

of an arbitrary tool with high precision and accuracy. If a 
distance sensor or a vision system element (camera or 
projector) is used as a tool, the robot manipulator can be 
an excellent basis for establishing a system of surface 
scanning.  

The basic idea of the proposed method - the 
development of a combined system for scanning with the 
split of scan process into two phases: a rough scan phase 
and a refining phase. For rough scanning a vision system, 
that uses a single camera mounted on the manipulator and 
a fixed structured light projector is supposed to be used. 
During the rough scan phase, photography of an 
“illuminated” object from several points of space is 
performed (with the known orientation of the principal 
optical axis of the camera). By the images obtained in the 
shooting process, the software of the scanning system 
produces a segmentation of the object surface and builds 
an approximate 3D model of the object. According to the 
segmentation results, a set of reference points is selected 
on the surface; and if we know their spatial coordinates, 
we will be able to construct a 3D model of the object. 
After selecting reference points, the software generates 
the program of the manipulator which successively passes 
the reference points performing surface scanning at each 
point. 

The vision system will be built on the original 
algorithm, implemented in three stages processing the 
image obtained by the camera: 1) building a function 
module of the intensity gradient; 2) constructing a set of 
lines of this function level (the structuring of the system 
of level lines radically simplifies the task of finding 
correlation between the lines obtained in the processing 
of the two photos taken at different camera positions); 3) 
calculating  spatial coordinates of the scene points, whose 
images lie on these lines. 

 The implementation of the proposed algorithm, in 
contrast to the common computer vision algorithms, does 
not require much computational power. Besides, the 
algorithm of level lines is easily parallelized and makes it 
possible to set up the software processing system on a 
personal computer (when using the CUDA system for 
efficient implementation of parallel algorithms). 

Thus, we are developing an intelligent automated 
system of controlling an industrial robot manipulator, 
which allows a robot arm to move along a given 3D 
trajectory, a model of the product that the robot will be 
treating with plasma. A distinctive feature of the 
proposed system is pre-3D scanning the surface of the 
rough workpiece or the workpiece in process. We are 
planning to implement automatic generation of a robot-
manipulator program code, taking into account the data of 
the 3D scanning of an object to be processed, previously 
held by means of distance sensors mounted on the robot 
manipulator. This will allow to use workpieces varying in 
a wide range of geometric parameters and processing 
products, whose geometrical parameters are determined 
with low accuracy or products with deviations from a 
predetermined shape. 

III. RESULTS AND DISCUSSIONS 

 At D. Serikbayev EKSTU the prototypes of coatings 
from Titanium - wires and Co-based and hydroxyapatite 
powders have been produced using the robotic complex 
for microplasma deposition. The parameters for 
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additional processing of coatings by a plasma jet were 
selected on the basis of mathematical modeling of the 
temperature fields arising in the “coating-substrate” 
system when heated by a travelling plasma source [12]. 
The experience of getting coating from powders and wire 
of a range of alloys with the use of this complex was 
successful; the results were published in [9-11]. 

To solve the problem of providing the desired 
trajectory of the plasma source, we have developed the 
software which converts the drawings made in AutoCAD 
and Compass to the robot controller by selecting the 
graphics primitives (line, arc, etc.) from the drawings and 
transferring them into the commands for the robot arm 
movement [13]. However, we suppose that this method is 
unsatisfactory for plasma treatment of the large-sized 
implants and medical instruments surface, because a 3D 
model of the surface to be processed is needed to move 
the robot arm with plasma source accurately during the 
plasma processing. Currently we are developing an 
intelligent automated system of controlling an industrial 
robot manipulator, which allows carrying out product 
surface hardening treatment: coating application using a 
microplasma method, and plasma irradiation modification 
of surfaces of complex shape products. Preliminary 3D 
scanning of the surface is being processed and generation 
of the program code is carried out by the same robot 
manipulator.  

As it seems to us, two main categories can be 
distinguished in the methods of machine binocular vision 
developed to date: methods based on the detection of 
image features [14, 15] and methods based on minimizing 
the energy function [16-18]. Most of the methods of the 
first group are associated with the so-called problem of 
edge detection. Edge detection includes a variety of 
mathematical methods that aim at identifying points in a 
digital image at which the image brightness changes 
sharply or, more formally, has discontinuities. The points 
at which image brightness changes sharply are typically 
organized into a set of curved line segments termed 
edges. It should be noted that the methods of the first 
group find the correspondence between some points of 
two images. For the methods of the first group it is not 
necessary to find a correspondence between all the pixels 
of two images, as well as to find the disparity function 
that minimizes the so-called energy function.   

The method proposed by us is based on finding the 
correspondence between the curves (contour level curves 
of modulo of gradient of intensity function) and has some 
common features with the methods of both the first and 
second groups. 

A black and white image can be considered as a 
discretization of a continuous function of two arguments 
I(x,y) (Intensity function). In image processing, so-called 
gradient image processing technique is widely used, 
based on the numerical calculation of the intensity 
function gradient. Typically, the magnitude of the 
gradient vector F (x,y)  (1) and its direction are calculated 
separately as a discrete convolution of the image matrix 
with one of the specially designed convolution kernels. In 
our experiments we use the so-called Sobel kernel.  
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The proposed algorithm is based on finding the 

correspondence between the level contour curves of two 

functions of intensity gradient modulo F1 and F2 (for the 

left and right images correspondingly). On the set of level 

curves of the function, we can introduce a partial order 

relation, which we denote by the symbol ⋞. We assume 

that s1⋞s2 if the curve s1 lies inside the region bounded by 

the curve s2. As a consequence, set of level lines can be 

represented by a tree, as shown schematically in Fig 1. 

Figure 1. Level Tree 

One of the leading ideas of the proposed method is the 
use of a hierarchical structure of level lines (given by a 
level tree) to simplify the task of finding a 
correspondence between the level lines of the functions 
F1 and F2. In fact, after constructing the level tree, the 
problem of finding the correspondences between isolines 
of functions F1 and F2 reduces to the problem of 
identifying isolines that are descendants of a single tree 
node. Obviously, to implement the methods of this kind, 
an effective algorithm for constructing isolines is needed. 
Such algorithms are used both in computer graphics and 
in image processing, and these algorithms still continue to 
be improved [19-20]. 

We have developed an algorithm for constructing the 
contour curves of the function of two variables that 
improve modification of the marching triangles classical 
algorithm. The original Marching Triangle algorithm 
does not specify any boundary edges processing 
sequence. It defines only a single pass into the edge list to 
process all boundary edges with the procedure steps 
including the estimation of a new potential triangle and 
its sphere test mesh. According to the implemented data 
structures and the method to add new edges in the edge 
list, the edge processing sequence can be different from 
each other. The resulting mesh from the Marching 
Triangle depends on the edge processing sequence and it 
can be different if the sequence is changed. The algorithm 
developed by us is free from these restrictions and allows 
parallelization. 

Currently, we are developing an algorithm that allows 
us to identify many isolines. We have developed an 
effective algorithm for finding a numerical measure of 
the geometric proximity of two domains bounded by a 
polygon. The developed method is based on minimization 
of the energy function, for calculation of which the 
above-mentioned measure of geometrical proximity of 
spatial regions is used. 
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IV. CONCLUSION 

Coatings from biocompatible materials deposited by 
the microplasma according to recommended modes onto 
steel substrates have been obtained. It is shown that the 
microplasma spraying method allows applying a wide 
range of materials: hydroxyapatite, Co-based powders, 
Titanium – wires. Successful deposition of biocompatible 
coatings with sustained characteristics on parts of 
complex shape, which are endoprostheses, requires 
steady travelling of the plasma source along the sprayed 
surface of the product. For this purpose, it becomes 
necessary to equip the deposition unit with a robot 
manipulator and to develop an intelligent automated 
system of controlling an industrial robot manipulator, 
which allows a robot arm to move along a given 3D 
trajectory.  

Multi-view 3D – Reconstruction algorithm has been 
developed to scan an object quickly. The algorithm is 
based on finding the correspondence between the isolines 
of the images intensity gradient functions. 
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Abstract - This paper concerns the description of 

experimental system of the processes of automated control 

modeling. The system supports uniquely created DSL and 

allows describing signals and typed blocks of automation 

system.  

I. INTRODUCTION 

Currently acute problem of increasing prices and the 
reduction of natural resources of non-renewable energy 
sources, together with negative impact of combustion 
products emission led to the fact that many research 
works aim at solving problems of optimization and 
increase of efficiency of energy usage [1-9].   

Primarily it should be noted that most coal burning 
boilers do not have systems of automatic control of air- 
fuel mixture concentration. As a rule, feeders, regulating 
coal dust intake, are chosen empirically and are not 
regulated automatically, while airline unit has only one 
automatic control loop to maintain constant air quantity 
flow (when the flow amount is chosen empirically as 
well) [1-3]. Nozzles adjustment is usually performed 
manually, and in fact, empirical evidence had shown that 
worker’s experience and skills could significantly 
influence the efficiency coefficient of a steam system. At 
the same time, we are perfectly aware that the efficiency 
of air-fuel mixture combustion with fixed features of 
applied fuel dust (coal grade, composition and moisture 
content in coal) highly depends on air–fuel mixture 
concentration. Besides, the properties of air fuel are 
changing during a time of a continuous operation of a 
boiler, thus, on-going adjustments of fuel mixture making 
system are ineffective to maintain stable efficiency of a 
boiler [4,5]. 

The analysis of attempts to apply the methods of 
automatic control of the fuel mixture making in boiler 
and in metallurgical industries, leads to the conclusion 
that these attempts have been made along two main 
directions: in some cases, the controlled parameter was 
the concentration of dust. In other cases – it was the 
concentration of carbon monoxide or oxygen in the 
combustion products. Accordingly, in both cases the 
process of automatic regulation provided with constancy 
in time of a measured parameter, but not power output. 
Moreover, engineers for particular operating conditions 
chose optimal (in average) parameter as a rule of thumb. 
Obviously, as external factors (chemical and fractional 

composition of coal dust, moisture content in coal, etc.) 
tend to vary, given methods cannot maintain maximum 
achievable efficiency of a boiler unit during some period 
of time. Besides, the stabilized parameter was chosen 
heuristically, as continuous operation mode of boilers is 
not suitable for large-scale and long lasting experiments. 
It should be noted that in recent studies of control 
systems for boilers, based on tracking of several system 
parameters (multifactorial system) [6-8], but the 
measured values also do not have a clear and sustainable 
link with the generated power. Therefore, previously used 
attempts to set up automated systems of air-fuel mixture 
making did not make it possible to maintain modes, 
similar to optimal for a prolonged period. However, even 
taking into account this fact, their application displayed 
significant efficiency increase of boilers, equipped with 
the systems in comparison with boilers, where parameters 
of air-fuel mixture were regulated manually [2,4,8]. The 
latter circumstance allows assuming that the proposed 
methods of active search for optimal of the fuel-air 
mixture parameters at a fixed heat output can 
significantly increase the average efficiency of steam 
systems. 

The difference between our ideas from existing 
analogues:  

-firstly, we propose to minimize fuel consumption, 
using power output as the main measurable parameter, 
while implemented to date systems of automatic control 
of the fuel-air mixture making only stabilized parameters 
in a certain way correlated with the generated power, but 
in no way did not determine it; 

-secondly, we propose a system, that is able to  actively 
search most preferable parameters for air-fuel mixture at 
a given (fixed) power output unlike previously proposed 
systems implemented on the basis of classical feedback 
theory [8]; 

-thirdly, to decrease system inertia and to enhance its 
reliability, in contrast to  most previously proposed 
systems where one measurable parameter was used, we 
suggest to use several measurable system parameters. 
Along with indirectly measured power output, we suggest 
to take into account such factors as carbon dioxide in 
products of combustion and fuel dust concentration in a 
mixture being made. 

The problem of complex automated control systems 
modeling is relevant due to technical equipment evolution 
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and increasing complexity of controlled objects. Software 
modeling as a rule requires high proficiency in the field 
of software development, that is not always possessed by 
Engineers usually are not skilled in the sphere of   
software, though on the other hand, IT specialists lack 
essential knowledge in the field of system automation and 
control.  

Nowadays the world's practice recognizes two main 
approaches to this problem solving:  

1) Development of visual systems programming, 
which allows the specialist to create the model of a 
system using graphical editor by means of combining the 
blocks – primitives. Simulators of electric schemes 
(MicroCap, Proteus etc.) can serve as examples of this 
approach. 

 2) Modeling system development supports problem-
oriented language development.  

The main examples of such an approach are the 
systems of synthesis and verification of logic circuits, 
that support software programming languages: HDL 
(Hardware Design Language), Verilog and VHDL 
(VHSIC - Very high speed integrated circuits Hardware 
Description Language). In recent years, attempts have 
been made to create problem-oriented languages for 
modeling the processes of some specialized areas of 
industrial automation [9], as well as DSL (Domain 
Specific Language) for model – driven development of 
robotics [10].  

This work concerns the description of experimental 
system of modeling of automated control processes. The 
system supports uniquely created DSL and allows 
describing signals and typed blocks of automation 
system. As well as HDL, the suggested DSL allows to 
create new models by means of primitives’ aggregation 
with description of blocks-chain program as well as by 
means of module behavior description. 

II.  METHODS 

Simulation is an extremely important tool for all and 
every control engineer who develops the system of 
automation and control of technological processes in 
industry.  

For non-linear plants, there is often no alternative for 
control engineer but only trial-and-error approach, using 
computer simulation. Thus, hardly any control engineer 
would not use simulation at least occasionally. Market 
offers many highly effective special-purpose simulation 
software tools, e.g. for the simulation of electronic 
circuits, or for the simulation of dynamics of multicore 
systems, and there is (or at least used to be) a good reason 
for that.  However, there is no market to offer special-
purpose control system simulators, in spite of the fact that 
control is such an important application of simulation. 

 The modeling of control systems can be considered as 
a particular case of modeling dynamic systems. Indeed, in 
most cases, the model should represent the interaction 
between environment (plant to be controlled) and the 
control system.  Plants are mostly represented by 
continuous time systems whose behavior is often 
described by partial or ordinary differential equations.  
Therefore, the modeling system should be a continuous 
time modeling system. On the other hand, digital 
controllers can be represented mathematically as discrete 
event systems.  These circumstances demand methods 

that can deal with heterogeneous components that exhibit 
a variety of different behaviors.   

In many practical cases, the most natural and adequate 
mathematical model of a plant is a system of differential 
equations.  However, with respect to modeling the control 
system, we come to a peculiar paradox: mathematically, 
in such a model, the controlling action is a deterministic 
function of time, whereas in reality we cannot predict 
control function of action before the modeling process 
being carried out. For example, let’s consider classical 
problem of control of an inverted pendulum (Fig. 1). 

 

 
Figure 1: Inverted pendulum 

 

With the notation x – cart position, θ – pendulum angle 

and  F – applied force, the system can be described with 

the differential equations (1): 

 

       (1) 

 
As it is known, introducing 

variables , we can 

reduce the problem to the standard form of a system of 
ordinary differential equations (2). 

 
                                     (2) 

Obviously, to integrate the system, the dependence of 
the force  on time must be determined. So we need the 

simulation results to start the simulation process. Of 
course, this seeming paradox can be resolved by 
introducing mathematical description of the controller in 
the model. However, in most cases, simulation is used 
just in cases where the mathematical description of the 
complete control system is difficult to performer, so this 
theoretical approach is useless. It is important to note that 
the methods of numerical integration of systems of 
ordinary differential equations are highly developed, and 
at present a great progress has been made in the 
development of software that implements these methods.  

Nowadays, freely available libraries of so-called 
solvers are available to developers, so it is highly 
desirable to use these components as part of modeling 
systems. Another significant problem is the way in which 
continuous signals are represented in implementation of 
modeling system.  Most software systems and special-
purpose languages designed for modeling dynamic 
systems use the discrete time model.  
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The process of simulation is to consistently calculate 
the state of the system at each time interval. Of course, 
this model of computation is not free from contradictions. 
If system is an aggregation of subsystems, subsystems 
may be connected in ways that yield the degree of 
ambiguity in computation. For example, assume that 
subsystem A has two outputs, one goes to subsystem B 
and another to subsystem C. Subsystem B has an output 
that feeds C. In this case, we may calculate the output of 
C whenever we have computed one of its inputs. 
Assuming that A has been processed, than we have the 
choice to calculate the outputs of B or of C. Depending 
on the choice of processing B or C, the outputs of C may 
have different values.  Simultaneous events may in fact 
yield a nondeterministic behavior.   

To reduce the inertia of our developed intelligent 
system for optimal energy-efficient control of the 
processes of the fuel-air mixture making in steam-driven 
boilers and to enhance its reliability, we suggest using 
several measured parameters of the system. Together 
with indirectly measured output power, it is assumed to 
take into account the concentration of carbon dioxide in 
the products of combustion as well as concentration of 
fuel dust in the mixture being made. The main idea of a 
proposed method is an active search of optimal 
composition at a given power. It is similar to gradient 
approach of searching the extremum of function of 
several variables used in numerical methods. Of course, 
hill-climbing technique, being applied in numerical 
analysis, cannot be directly applied to the problem 
considered due to a number of factors, the most important 
of which are the following two: first, the rate of 
convergence should be comparable to the rate of change 
of external factors (the given system operates in real 
time). Secondly, the value of deviating figure of 
generated power from the set value is strictly limited. To 
meet all the requirements it is assumed to use the vector 
of inputs of automated control system and to elaborate a 
mathematical model of external parameters influence on 
power output and measured parameters. 

Basic research methods: mathematic modelling and 
live experiment: algorithm testing on model and 
experimental works on intelligent control system 
implementation, testing the model at actual data. An 
experimental stand will be built consisting of a small-
sized boiler, burning nozzle, fuel intake system and 
necessary automation tools to construct a  mathematical 
model, describing dependence of outputs on regulation 
characteristics (fuel consumption and concentration of 
air-fuel mixture) and external factors (coal grade, 
moisture content in the mixture, ambient temperature, 
etc.).  

III. RESULTS AND DISCUSSIONS 

 We introduce experimental simulation software 
platform around the ecosystem Racket integrated with a 
domain-specific language (DSL) tool-chain for modeling 
of automatic control systems. Racket is a LISP-family 
general purpose programming language, as well as a 
platform for language creation and implementation. 
Racket ecosystem consists of implementation of Racket 
language itself (including run-time system, libraries, JIT 
– compiler) along with development environment called 
Dr. Racket.    

The key point of a project is usage of 
metaprogramming and code generation techniques for 
implementation of described above. Powerful Racket 
macro system allows not only to expand the syntax of the 
core language, but also to perform some validation of 
code.Тhe key features of the DSL are the separation of 
the description of the controller and the description of the 
plant, and use of the FRP (Functional Reactive 
Programming) technique to describe the controller.  

We believe that the FRF approach is especially suitable 
for modeling automatic control systems for a number of 
reasons: firstly, а high level of abstraction allows 
developer describing the system ignoring the internal 
implementation of continuous and discrete signals and 
synchronization problems. Secondly, a high level of 
abstraction allows choosing different methods of signal 
representation for program implementation. In recent 
years, there has been a growing interest in the use of 
functional programming methods for modeling dynamic 
systems, and considerable progress has been made in this 
area [10,11]. The DSL expansion has much in common 
with the Haskell DSL YAMPA, in particular the use of 
so-called signal combinators.   

To provide detailed training to the fundamentals of 
FRP, the language of YAMPA and its practical 
application to the modeling of dynamic systems, we 
recommend referring to the article [12-14], and below we 
give only a brief description of the main concepts of the 
language. The basic concept of functional reactive 
programming is that of a signal. Signal can represent any 
continuous, time-varying value. One can think of a signal 
as having polymorphic type (3): 

 
                         Signal  a=Time→a                                  (3) 

 

That is a value of type Signal A is a function that maps 
suitable values of time (double in most of cases) to a 
value of type A. It should be noted that type A is 
arbitrary, in particular, is a functional type. Thus, the 
signal is a high-level abstraction that does not always 
conform the intuitive notion of a signal as a time-varying 
value of a physical value. Nevertheless, the direct 
conforming between the physical equations (i.e. the 
specification) and the FRP code (i.e. the implementation) 
is exact. 

 A key feature of the YAMPA language that is 
avoidance of the signals as first-class objects usage 
contrasts YAMPA with other programming languages. In 
other words, programmer cannot access the value of a 
signal at given moment of time or create a signal. Instead, 
the programmer has an access only to signal convertors, 
or what we prefer to call signal functions. A signal 
function is just a function that maps signals to signals (4): 

 
                        (4) 

However, the actual representation of the type SF in 
Yampa is hidden (i.e. SF is abstract), so one cannot 
directly plot signal functions or apply them to signals. 
Instead of allowing the user to define arbitrary signal 
functions from scratch (which makes it all too easy to 
introduce time- and space-leaks), we provide a set of 
primitive signal functions and a set of special 
composition operators (or “combinators”) that enables to 
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define  more complex signal functions. These primitive 
values and combinators together provide a disciplined 
way to define signal functions that, fortuitously, avoids 
time- and space-leaks. Yampa program expresses the 
composition of a possibly large number of signal 
functions into a composite signal function that is than 
“run” at the top level by a suitable interpreter.   

One of the significant differences between the DSL 
that we developed and YAMPA is the introduction of a 
signal source. As the source of the signal, interpolators 
are used, which “generate” a continuous signal by 
discrete values stored in a text file. Plant is modeled by a 
system of ordinary differential equations of the first 
order. The syntax of the controller description is as 
follows: 

 

 

 

Semantically plant definition is a closure, returning 
signal function, which arguments are input signals, and 
the result of conversion are output signals. Parameter 
funk-list is a list of functions (f_1, f_2,…, fn) 
representing the right part of ODE system in form (2) 

IV. CONCLUSION 

Automated control systems modeling is an area where 
the methods of declarative languages enable the technic 
to advance. The choice of the method of representing 
continuous signals is extremely important in the design of 
modeling systems as a whole. When modeling hybrid 
systems, in particular automatic control systems, it is 
desirable to be able to mix different representations of the 
signal during the simulation process.  

The use of the FRP technique, in which the signals are 
first-class objects, allows great flexibility in the choice of 
the representation of continuous signals. Equally 
important are the advantages of FRP in the modeling of 
hybrid systems [15].    

Although we have not completed an implementation of 
experimental software platform, this paper demonstrates 
our basic design approach and maps out the design 
landscape. We expect that further research of the links 
between functional reactive programming and automated 
control systems modeling will produce significant 
advances in this field. 

The practical implementation of our developed 
software platform to design the intelligent system for 
optimal energy-efficient control of the air-fuel mixture 
making in steam – driven boilers can increase the 
efficiency of intake  fuel control in steam boiler units will 
allow increasing the efficiency of steam boiler units, 
reducing the amount of chemical and mechanical fuel 
underburning, and, consequently, reducing the amount of 
combustion products, polluting the atmosphere.  
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Abstract— Offline cursive handwriting recognition is an 

ongoing challenge due to the different styles used by 

different persons. The difference in the handwriting styles 

brings about the hardship for segmentation of the 

characters hence the overall accuracy of the recognizer is 

highly dependent on the style. In Hungary, there is a 

tradition of using cursive handwriting and the alphabet 

contains some letters with punctuation. Therefore, 

Hungarian handwriting recognition is a challenging task to 

perform. In this study, we compare the performance of 

different classifiers on a small data set (1750 characters, 50 

samples for each letter in the alphabet) that has previously 

been generated for our study. The data set only consists of 

lower case Hungarian letters (35 letters excluding the ones 

which consist of two letters). In our study we compared the 

performance of four classifiers namely, Neural Networks, 

Support Vector Machines (SVM), Rough Sets Theory (RST) 

and Bayesian Networks (BN) using the WEKA machine 

learning tool. The results indicated that in terms of 

classification accuracy, neural networks performed the best 

followed by BN, SVM and RST respectively. However, in 

terms of the time taken to build the model neural networks 

performed the poorest. BN took the shortest time to build 

followed by SVM and RST respectively.  

I. INTRODUCTION 

Optical Character Recognition (OCR) is conversion of 

scanned images of machine printed or handwritten text, 

numerals, letters and symbols into a computer processable 

format such as ASCII without any human intervention. 

There are two types of OCR namely online and offline 

recognition. In online recognition, the characters are 

recognized as they are drawn. Furthermore, the order of 

strokes are available and successive points are represented 

as a function of time [1][2]. On the other hand, in offline 

recognition optical recognition is performed after the 

writing or printing has been completed. In other words, its 

input is an image or a scanned document [3]. 

An OCR system consists of several components. Fig. 1 

shows the components in a typical OCR system. As can be 

seen from the Fig. 1, firstly the document is scanned 

through an optical scanner. Secondly the crucial pre-

processing phase is applied. Pre-processing is critical for 

an OCR system since the outcomes of this step are going 

to be recognized in the next step. Generally in the pre-

processing phase binarization, noise removal, 

normalization, feature extraction and segmentation are 

performed.  Finally in classification step, the recognition 

is performed. In addition to those steps, an extra post-

processing phase could be adopted in which verification is 

performed in order to improve the accuracy rate. 

 

 

Figure 1 Components of a typical OCR system 

 

This paper compares the performance of four classifiers 

applied to a small dataset which was created by the 

researchers earlier. The classifiers adopted are Neural 

Networks, Support Vector Machines (SVM), Rough Sets 

Theory (RST) and Bayesian Networks (BN). The next 

section provides the properties of Hungarian Handwriting 

with reference to its challenges. In the following sections 

the adopted dataset, feature extraction, classification 

phases are explained and the results are provided. Finally 

the conclusion is presented. 

A. Properties of Hungarian Handwriting 

Hungarian Language consists of 44 letters (Fig. 1). 

Some Hungarian letters are the same as English letters, 

however other letters have punctuation and some consist 

of more than one letter. These characters of the language 

generate a challenge for recognition purpose such as 

removal of the punctuation at the noise removal phase.  

Another challenge in recognizing Hungarian 

handwriting is that in Hungary there is a tradition of using 

cursive scripts. Cursive character of the handwriting 

brings about the challenge to the segmentation phase. 

However, this study does not include the segmentation of 

the Hungarian handwriting. The dataset adopted is already 

segmented into the characters. However, due to the nature 

of cursive handwritings, the characters are not as readable 

as in discretely written texts. The characters may be 

distorted and written in a personal way which is not 

clearly readable. In addition to the challenges, there are 

not many studies conducted for the purpose of Hungarian 

Handwriting Recognition. 

  

Figure 2 Hungarian Alphabet [4] 
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II. DATA SET 

The adopted dataset was previously created by the 

researchers. It includes 1750 characters (50 samples of 35 

lower case Hungarian characters excluding the characters 

which consist of more than one letter). Each character in 

the data set is normalized to 28x28 pixels and in the 

skeleton form as can be seen in the Figure 3.These 

characters are the output of the previous stages of study 

and in this study they are used as input of classification. 

       
Figure 3 Sample characters from the dataset 

 

In order to create the data set, Hungarian handwritings 

were collected from multiple users on paper. Then the 

papers were scanned with 300 dpi and saved in the png 

format in order to avoid information loss. Consecutively, 

the documents were pre-processed. Pre-processing phase 

included binarization, skew correction, slant removal and 

noise removal. Thereafter, the lines, words and characters 

were segmented respectively. Finally, size of segmented 

characters was normalized into 28x28 pixels. 

III. FEATURE EXTRACTION 

In the feature extraction phase, significant features of a 

character are extracted. The result of the classification is 

directly affected by the features extracted since the 

feature vectors are going to be the input for the classifier. 

Therefore, it is crucial to extract the key features. 

It is possible to group the features into three categories 

namely distribution of points, structural analysis and 

transformations and series expansions. In our work, 

features were extracted using distribution of points and 

structural analysis features.  

A. Distribution of Points: 

In this category, features are extracted based on the 

statistical distribution of points. These features are 

usually tolerant to distortions and style variations[5]. The 

feature extraction techniques used in this study which are 

based on distribution of points are represented below: 

Projection Profiles: Profiles refer to the distance from 

the border of the image until the next white pixel. An 

example representation of projections of a character is 

given in the Figure 4. In our work, left, right, top and 

bottom profiles are used as feature vectors. 

 
Figure 4 Right, left, top and bottom profiles of a character 

 

Extremas of the character image: It returns the x and y 

coordinates of the 8 extremas of the image namely top-

left, top-right, right-top, right-bottom, bottom-right, 

bottom-left, left-bottom and left-top as can be seen in 

Figure 5. 

 
Figure 5 Extremas 

 

Center of gravity: The (x, y) values of the center of 

gravity of the character image. In addition to those, the 

distance between the bottom of the character and the y 

coordinate of the center of gravity and the distance from 

the left end of the character and x coordinate of the center 

of gravity are also used as feature vectors. 

Density: The density of the character image. 

Area: Actual number of pixels in the region, returned as 

a scalar. 

The proportion of width and length: The result of 

dividing the width of the character into the length of the 

character. 

Number of regional minimas and maximas: After 

applying horizontal and vertical projections, the number 

of regional maximas and regional minimas for both 

vertical and horizontal projection are used as features. 

B. Structural analysis 

This type of features represents the geometric and 

topological structures of a character. The most common 

types include endpoints, loops and strokes[5][6]. It is 

worth mentioning that these types of features are highly 

affected by any noise in the data. As can be seen in Table 

1 that any noise in the character image would cause a 

change in the feature vector thus it is crucial for the 

recognition that the data set is noise free. The feature 

extraction techniques used in this study which are based 

on the structural analysis are explained below: 

 
Table 1 An example feature set of noise free character image and a 

noisy character image 

Character 

image 

#endpoints #connected 

components 

#isolated 

small 

areas 

 
4 2 2 

 
5 3 3 

 

No of endpoints: It represents the number of pixels 

having only 1 connected neighbor in an 8 connected 

image. 

No of branch points: It represents the number of pixels 

having at least 3neighbors that are 1s in an 8 connected 

image. 

Euler number: The Euler number represents the total 

number of objects in the image minus the total number of 

holes in those objects. 
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Number of loops: The vector represents the number of 

holes in the image. 

Number of small components: The feature vector 

represents the number of isolated areas with the area 

smaller than 7 in the character image.  

Sum of the area of small components: It represents the 

sum of all small components with less than 7 pixel area.  

No of connected components: It represents the number 

of connected components in the image.  

IV. CLASSIFICATION 

The data was classified by four classifiers namely, Neural 

Networks, Support Vector Machines, Rough Sets Theory 

and Bayesian Networks using WEKA machine learning 

tool[15]. A brief explanation of the classifiers is given 

below. 

Neural Networks: Neural Network design which is made 

of parallel interconnection of adaptive processors[7]. 

Since it has the parallel connections, it has a better 

performance that the classical techniques. Additionally, 

its adaptive nature provides a better adaptability to 

changes in the data and an ease to learn the characteristics 

of input signal[8]. The structure of a neural network 

contains many nodes. The output of one node is input to 

another, thus the final output is a result of complex 

interaction of all nodes. Neural network architectures can 

be classified into two major groups which are feed-

forward and feedback networks. In our work, the 

multilayer perceptron of the feed forward networks is 

adopted since it is the most popular for character 

recognition purposes. 

Support Vector Machines: SVM classifier carries out 

the classification by mapping all the input data to a value 

in a higher dimensional space. The data is classified by 

coming up with an optimum N-dimensional hyper plane 

which separates data into positive and negative 

examples[9]. In our work SVM is used due to its ease of 

implementation and high performance. 

Rough Sets Theory: Rough Sets is a mathematical tool 

which deals with uncertainty and vagueness[10]. The idea 

is based on the assumption that with every object of the 

universe of discourse, it is possible to associate some 

information. Objects characterized by the same 

information are indiscernible in view of the available 

information about them. The indiscernibility relation 

generated in this way forms the mathematical basis of the 

theory. The rough sets theory provides a technique of 

reasoning from imprecise data, discovering relationships 

in data and generating decision rules[11]. Not requiring 

any preliminary or additional information about data like 

probability distributions in statistics is rough sets theory’s 

main strength[12]. In our work, the RST was adopted due 

to the above-mentioned strengths. Since the data set is 

relatively small, we believe that RST may be a good 

classifier in such conditions. 

Bayesian Networks: Bayesian classifiers are the 

statistical classifiers based on Bayes Theorem. They are 

able to predict class membership probabilities such as the 

probability that a given tuple belongs to a particular 

class[13]. Bayesian networks are a model representing 

uncertain knowledge about a complex phenomenon and 

allowing real reasoning from data. They effectively 

represent a domain of knowledge, as a causal graph, 

permitting learning the dependency relationships that can 

help us make decisions and manage all incomplete 

data[14].  

V. EXPERIMENTS AND RESULTS 

The classification task was carried out with and without 

applying feature selection. For the same data set, a 

supervised feature selection algorithm provided by 

WEKA is applied to the features. Additionally, the results 

of the classification without any feature selection are also 

given. Finally the recognition is performed with three 

different cross validation values which are 5, 7 and 10 

fold cross validation.  

The classification accuracy and time taken to build the 

model for each classifier are given in the Table 2 and 

Table 3 respectively. 

Table 2 Classification accuracies for different classifiers 

 No Feature Selection Feature Selection 

 5 fold 7 fold 
10 

fold 
5 fold 7 fold 

10 

fold 

SVM 
91.1  

% 

92.5 

% 

92.1 

% 

95.0 

% 

95.4 

% 

95.6 

% 

RST 
86.1 

% 

88.8 

% 

88.1 

% 

88.4 

% 

91.1 

% 

90.3 

% 

BN 
89.0 

% 

88.8 

% 

89.4 

% 

95.8 

% 

96.0 

% 

95.4 

% 

NN 
92.2 

% 

92.9 

% 

92.7 

% 

96.6 

% 

96.8 

% 

96.6 

% 

 

As provided in Table 2, Neural Networks give the highest 

accuracy with and without feature extraction compare to 

the other classifiers. It is followed by BN, SVM and RST 

respectively. In addition to that, it is possible to say that 

feature selection increases the accuracy as well as the 

time taken to build the model. Finally, a 7 fold cross 

validation appears to be the most suitable value for this 

data set since it is fastest and provides the most accurate 

classification results. 

 

Table 3 Time taken to build the model (seconds) 

 No Feature Selection Feature Selection 

 5 fold 
7 

fold 

10 

fold 
5 fold 7 fold 

10 

fold 

SVM 1.81 0,84 0,8 0,69 0,69 0,71 

RST 21,01 19,8 20,02 14,09 10,95 11,52 

BN 0,11 0,06 0,09 0,2 0,06 0,03 

NN  2301 2158 2265 1567 1452 1504 

 

Although, NN gives the best accuracy, it is clearly the 

slowest when it comes to the time taken to build. There is 

almost 99% difference in speed with the second slowest 

classifier RST. Although there is only about 1% 
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difference in accuracy with the second best classifier, the 

time taken to build the model is almost 99% times slower. 

VI. CONCLUSION 

Hungarian Handwriting recognition is a challenging field 

considering the tradition of using cursive handwriting and 

the letters with punctuations. In this study, we performed 

a Hungarian Handwriting classification using a small data 

set with four different classifiers. The results of the 

different classifiers are compared in terms of their 

performances. 

 

Classification of handwritten characters includes several 

crucial steps. It is possible to say that feature extraction is 

one of the most important steps for the recognition of the 

characters since the distinctive and characteristic features 

must be extracted.  In our work, several feature extraction 

methods were adopted. Consecutively, the character 

images from the data set were classified by four different 

classifiers. 

 

The results were interesting considering the difference in 

the time taken to build different classifiers. NN 

performed the best in terms of accuracy, followed by BN, 

SVM and RST. However, NN was significantly slower 

than any other classification with around 99% difference 

in speed with the second slowest RST. 

 

VII. FUTURE WORK 

A deeper understanding of the results of feature extraction 

methods may be useful with representation of data such as 

which method is more distinctive for which characters and 

which characters are more likely to be misclassified. 

Additionally, it would be beneficial to apply the same 

method to a bigger data set. We believe the greater the 

data set, the better the accuracies are going to be. For 

example, RST was applied considering its nature to work 

well with only a little data available. However, it 

performed one of the poorest in both accuracy and time 

taken to build the model. It would be necessary to 

compare the differences with a bigger data set. 
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Abstract—One way to improve the characteristics of data 

transmission in wireless networks is to transition to the 

optical wavelength range. This became possible with the 

appearance of white LEDs used for lighting. Since 2011, the 

new technology Visible Light Communication (VLC) is 

rapidly developing - a technology that allows the light 

source, in addition to lighting, to transmit information using 

the same light signal. This technology can use LEDs at 

speeds up to 500 Mbps. In the article, the amplitude-

frequency characteristics of light-emitting diodes of visible 

light, the principle of their action and technical 

characteristics necessary for constructing networks using 

VLC technology are studied. 

I. INTRODUCTION 

Currently Wi-Fi is the most widely used data 
communications technology, and using it helps setting up 
local computer networks and allows connecting and 
transmitting data to mobile devices.  However, the 
technology has limitations on data transfer rate related to 
electromagnetic radiation wave length, and, based on 
medial research, emission intensity near a router assuming 
a large amount of users may have harmful effects on 
human health. One way to improve data transfer 
characteristics in wireless networks may be the conversion 
to optical wavelength range. This was made possible by 
the appearance of white LEDs used for lighting. Since 
2011 a new technology of VLC (visible light 
communication) has been rapidly progressing, the 
technology allowing a light source to not only illuminate a 
room, but also transfer information using the exact same 
light signal [1]. VLC uses visible light in optical spectrum 
(about 400-800 THz). This technology may utilize 
fluorescent lamps for signaling at about 10 Kbit/s or LEDs 
for signaling at about 500 Mbit/s. This project proposes 
developing and creating a prototype of a new generation 
data transfer wireless network Li-Fi (Light Fidelity or 
Light-based Wi-Fi) based on an LED system used for 
illuminating a room. 

Since 2011 Harald Haas, optical wireless data 
transmission specialist and a Professor at the University of 
Edinburgh (Edinburgh, the United Kingdom), was 
seriously advancing the new technology of wireless data 
transmission through blinking light-emitting diode [2,3]. 
At that time the majority of university professors decided 
that the idea was definitely interesting, but hardly 

implementable. Four years later Haas has created the first 
router that works according to his conception. 

The technology was called Li-Fi. The new router 
showed amazing capabilities. It surpassed Wi-Fi in speed 
100 times. The new router achieved record data 
transmission at 224 Gb/s in the laboratory conditions.  The 
test was performed by the Estonian company Velmenni in 
the laboratory. Haas provided his first router with a solar 
cell battery to make the network access offline. Currently 
the router has stable data transfer rate at 10 Gb/s through 
barely noticeable blinking LED [4]. 

In order to deliver the first serial systems to the 
European market the Li-Fi inventor Harald Haas 
consolidated his purecompany with Lucibel company to 
collectively develop and effectively advance the 
innovation closer to an average consumer in order to make 
Li-Fi the main way to access the network for users. 

The core of technology works according to the 
following scheme. Three color channels of the miniature 
LED. lamp (red, green, and blue) transmit data in parallel 
up to 3.5Gb/s. As the result we can obtain 10Gb/s. 
Turning on or off the light occurs at breakneck speed that 
creates enormous aggregation of binary data. 

This is called digital modulation with orthogonal 
frequency-division multiplexing (OFDM), and it allows 
transmitting millions of light beams with different 
intensity per second. 

Professor Haas demonstrates it with shower head 
example that spouts strictly in parallel, the light in Li-Fi 
system working much in the same way. 

Meanwhile Chinese and German researches took an 
interest in researching this topic. As far back as in 2011 
the Germans could achieve data transmitting with record 
rate 800Mb/s at 1.8m distance, and the Chinese connected 
4 computers to the internet at 150 Mb/s speed rate. 

Professor Haas accentuated that the light waves 
technology is more reliable in terms of security than Wi-
Fi. It is known that it is easy to hack into the Wi-Fi 
network from outside and intercept the files, since the 
radio waves pass through the walls beyond premises. 

In the meantime the Li-Fi traffic can theoretically be 
captured only if you are in the same room, where the 
transmitter and receiver are located, since the light can’t 
pass through the walls. Thus a reliable barrier is set up for 
the intruders, they won’t be able to hack or intercept 
anything either from a street or even from the next room. 
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But first and foremost the advantage of Li-Fi is in the high 
speed rate and low power consumption (the standard 
routers’ efficiency reaches 5% in the best case). 

Definitely there are future prospects for the technology. 
The visible light waves have very wide frequency band, it 
is 4 times wider than the radio waves. There is no risk that 
the networks become overloaded, it won’t lose either 
speed rate or the network performance like with Wi-Fi [5]. 

The LEDs are widespread. The infrastructure is almost 
here, and in addition the LEDs can fulfill dual roles - data 
transmitter and source of light at the same time. But there 
is still a question, how correct will the work of the system 
be in the illuminated room or in the bright sunlight 
condition. 

Yet the Developers have high hopes for VLC - for 
visible light data transmission that is how this technology 
is called in scientific terms [6]. 

The high speed rate of Li-Fi already allows to 
successfully transmit video streams in HD quality, while 
keeping up high power performance of the system [7]. 
Another advantage over Wi-Fi is the accuracy and 
stability with the internet connection inside the buildings. 
The weak and intermittent signal area problem is solved 
due to the equalized LED transmitters distribution [8]. 

II. REALLY MODEL OF ELECTRONIC DEVICES 

The structural scheme of data transmission using an 
LED lighting device is shown in Fig. 1.  

 

Figure 1. Structural scheme of data transmission system on VLC technology 
 

The transmitting unit of the system consists of three 
parts. Block (1) - preparing data in a specific format. We 
use the microcontroller STM 32, which allows to match 
the signal coming from the personal computer (PC) with 
the lighting control system. 

Block (2) - lighting control. This can be a standard 
driver, built on the basis of the MAX16800 or 
LM3404HV, which supports the dimming mode. You can 
use the control scheme shown in Figure 2. 

Block (3) - LED luminary. It consists of 4 LED strips, 
each of which includes 8 Nichia LEDs connected in series 
with 1W power. 

The receiving unit also consists of three parts. 
Photodetector (4) based on the photodiode array. Further, 
a signal amplifier with a high-pass and low-pass filter and 
a matching device (5). We also use the STM32 
microcontroller (6). 

 

 
Figure 2. Schematic scheme of the device for transmitting sound with a white LED 
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To demonstrate the work and test this scheme we 
created model, a circuit diagram of which is shown in 
Fig.2. 

In this circuit, to control LED, we used an amplifier 
assembled on transistor Q1, providing the necessary 
current for the LED. We worked with transistor BC337 
(originally with transistors 2N2222A, 2N4401). 

For the transistor BC337, the nominal values of the 
circuit elements: C1 = 2.2μF, R1 = 4.7kΩ, R2 = 1kΩ. The 
LED was used with a nominal value of 1W produced by 
Nichia NСSL219B.  

The authors have sufficiently well studied the lighting 
characteristics of this LED. LED was used in the design of 
luminaires and installation of LED systems for office 
lighting [9]. 

The investigation of the frequency characteristics of this 
LED showed (Fig. 3) that for a signal frequency of 250 
kHz the signal does not change in amplitude. Further, a 
decrease from the original signal to a level of 3dB at a 
frequency of 3.4 MHz is observed. This means that data 
transfer using LED in lighting systems will be limited to a 
speed of 3.2 Mbit/s. 

The photodiode BPW34S was used in the receiving 
path. The amplifier is assembled on the LM386 chip. The 
nominal elements of this amplifier: C2 = 10μF, C3 = 
0.1μF, C4 = 250μF, C2 = 0,05μF, R3 = 10kΩ, R4 = 10kΩ. 

For normal operation of the described scheme, it is 
necessary to conduct studies in the room without daylight, 
in order to remove the power supplies of the lighting 
devices. Also, in bright sunlight, data transmission was 
not possible. 

If the input and output of this circuit are connected to 
microcontrollers, as shown in Fig.1, then real-time audio 
is transmitted from PC1 to PC2.  

Microcontroller STM32F4 Discovery used to organize 
the transfer of sound. The USB input was used for the 
transmission channel. A signal from which it was 
converted using a 24-bit DAC and entered the input of the 
LED control circuit. An input-output port was used for the 
receiving channel. The signal to the port came from the 
amplifier after the low-pass filter C4. Then the signal was 
digitized and transmitted via USB to a personal computer. 

Structural scheme of the STM32F4 Discovery card is 
shown in Fig. 4. 

 

 

Figure 3. Amplitude-frequency characteristic of a white LED 

 
 

Figure 4. Structural scheme STM32F4 Discovery 
 

The choice of this board for the experiment was due to 
the fact that this assembly has all the necessary 
components for working with sound – Analog I / O port, 
24-bit DAC connected to the audio connector, USB port 
for data exchange with the computer. In addition, this 
board has a low cost (less than $ 10). The appearance of 
the STM32F4 Discovery card is shown in Fig. 5. 

 

 
 

Figure 5. The appearance of the STM32F4 Discovery board 
 

The microcontroller control program is standard. An 
example is the implementation carried out in [10, 11]. 
Distortions were almost absent when playing audio using 
microcontrollers in real time. However, detailed studies of 
the frequency characteristics of the transceiver-based 
communication channel based on white light, set forth in 
this work, were not carried out.  

The appearance of the device assembled according to 
the structural scheme is shown in Fig. 6. In addition, 
headphones were used to control the sound quality, and a 
notebook was used to analyze the frequency 
characteristics of the LEDs, to program the 
microcontroller and to monitor the operation of the entire 
circuit. 

The optimization of the placement of luminaries in the 
room plays an important role for the stable transmission of 
data using LED lighting devices. The decision of the task 
of choosing lighting devices and the optimization of their 
placement for uniform illumination of the room while 
performing the required level of illumination of the 
working surface of a particular room were published 
authors in [12, 13]. 
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Figure 6. The appearance of the device 

 

Calculations were carried out in DIALux and Statistica 
programs, simulation of the distribution of illumination 
was carried out in the MATLab program. 

An example of the optimal placement of LED lamps for 
a particular office space is shown in Fig. 7. Optimal 
arrangement of lamps is not accidental. LED luminaires 1, 
2, 8 and 9 have the highest luminous flux (3120 lm) and 
are used as basic lighting devices. LED lamps 3, 4, 6, 7 
have the smallest light flux (1980 lm) and are used to 
illuminate unreached "dark" areas of the room. The value 
of the light flux of the LED luminaire 5 (2390 lm) is the 
average between the values of other luminaires and is the 
central lighting device. 

 
 

Figure 7.- The placement of LED lamps 
 

After determining the location of the fixtures, a room 
illumination map was drawn up at the level of the working 
plane and a model of the distribution of illumination on 
the working plane was constructed (Fig. 8). It can be seen 
that the oscillation of the light intensity on the working 
surface does not exceed 10%, which allows to say about 
uniform illumination of the room. 

 

 
 

Figure 8.  3D model of the distribution of illumination on the working 
plane of the room 

This arrangement allows for a stable reception of the 
signal at any point in the room. 

CONCLUSION 

The work demonstrates the transfer of data (sound) 
from one computer to another using VLC technology, 
while the implementation of the transfer is carried out 
using a simple scheme and a common element base. 

To increase the data transfer rate, it is necessary to use 
the modulation of each color of the white LED. In this 
case, the hardware that supports higher frequencies is 
required as the transmitting receiving network. So for high 
frequencies of the order of 100 MHz the sensitivity of the 
LED falls by 12-13 dB. This circumstance indicates that 
for data transmission it is necessary to use more powerful 
LEDs or several LEDs in parallel. 
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Abstract— In this paper the feasibility of combined use of 

Sentinel-1 and Sentinel-1B images has been investigated by 

applying them for detecting vertical surface deformation 

due to a major earthquake event. The test event is the 24 

August, 2016 event with Richter amplitude 6.2 in the 

vicinity of Perugia. The use of the two different satellites 

with identical technical parameters may be beneficial in the 

temporal resolution of the derived images. Even though in 

this study a successful application for the combination of the 

two independent images for InSAR processing has been 

demonstrated, it is just a case study, for a final proof more 

elaborated investigations should be performed. 

I. INTRODUCTION 

In April 03, 2014 a new era has begun in space geodesy 
and remote sensing with the launch of the Sentinel-1A 
satellite [1] starting a dedicated joint Copernicus program 
of European Space Agency (ESA) and European Union 
(EU). The initial mission plans have contained three 
Sentinel series (1-3) with three satellite each (A, B, C), but 
afterwards a new satellite (Sentinel-1D) and three more 
series (4-6) has been added to the mission, which are 
scheduled to be launch after 2020 [2]. 

In this paper measurements of Sentinel-1A and 
Sentinel-1B have been used. The main technical 
parameters are listed in Table 1 based on [1]. 

Apogee: 693 km 

Orbit regime:  SSO (Sun-synchronous Orbit) 

Inclination 98.2° 

Period: 98.6 minutes 

Repeat interval: 12 days 

Mission 
duration: 

7 years planned, 12 years of 
consumables  

Mission 
objectives: 

atmosphere-, marine- and land-
monitoring, climate change, 
emergency management and 
security.  

Launch: 03-04-2014 (1A) and 25-04-2016 
(1B) from Guyana Space Center.  

Table 1. Sentinel-1A and B technical parameters [1] 

 

Using the state-of-the-art vertical monitoring method, 
the Synthetic Aperture Radar Interferometry (InSAR) 
technology [3], a wide area of applications ranging from 

monitoring vertical displacement of discrete points, 
through monitoring movements of buildings, to 
observation of crustal movements on continental scale 
becomes feasible [4]. The SAR technology is an active 
remote sensing method [5], and as such, it is independent 
from the daytime cycle. The satellite radar interferometry 
is based on comparing one or more radar image. Using the 
phase values of the images, phase differences can be 
derived, which are then interfered at the steady (i.e. being 
in no motion) areas. Based on the interferences, an 
interferogram can be deduced to estimate the amount of 
vertical movement at the area of interest [6].  

 

II. CASE STUDY: PERUGIAN EARTHQUAKE 

The source of the Italian earthquakes is the subduction 
of the African plate under the Eurasian plate. These two 
plates are converging every year 2 cm to each other, 
causing smaller earthquakes almost constantly in the 
Italian peninsula. This motion has created the Alpine 
mountain range in the past, and will result in a total merge 
of the two continents in the future, diminishing the 
Mediterranean Sea eventually.  

Figure 1. Location of Perugia 

 

On 2016-08-24 an earthquake magnitude of 6.2 on 
Richter-scale shook the area of Perugia, 140 km North-
East from Rome, c.f. Figure 1. Actually, several tremors 
been occurred within few hours as it is indicated by the 
purple circles on Figure 2, displaying seismic events 
according to the event catalog of the IRIS (Incorporated 
Research Institutions for Seismology) on that day [7]. 
Around Perugia as a consequence of these quakes some 
faults have appeared, manifesting that the area built on a 
very active part of Italy. [8] 
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Figure 2. The effects of the Perugian earthquake [7] 

 

III. DATA PROCESSING  

The first step before any actual processing is to acquire 
the data to work with. The source of data of this study is 
the Sentinel Scientific Data Hub site, operated by ESA 
(c.f. Figure 3). The processing software is also provided 
by ESA developed by Brockmann Consult, Array Systems 
Computing and C-S. This software is designed to process 
images captured by any Sentinel satellites. [9] 

During the selection of the proper images the first step 
is to decide on the use of data type, SLC or GRD data. 
The SLC contains phase and amplitude values, while the 
GRD contains amplitude only. As for InSAR deformation 
monitoring phase information is also required, the SLC 
data were used. 

Before the launch of Sentinel-1B it was essential to use 
images 12 days apart from each other, since this is the 
time period, when the satellite returns to the same position 
in every 175 full orbit [3], delivering appropriate pairs of 
images for processing. But since then, there are two 
Sentinel-1 satellites theoretically images from different 
satellites can be processed, because it would halve the 
time when satellites are in the same position, and could 
double the number of the suitable images. 

After the image positions are selected, the polarization 
to be used should be decided. Usually the most reliable 
information on vertical deformation can be derived from 
the vertical-vertical (abbr. VV) polarization [10]. 

For this study two images were selected, a search for 
data has been performed for the 21 to 27 of August, 2016 
period in the vicinity of the event, c.f. Table 2. There have 
been five images found (c.f. Table 3, Figure 4). Among 
them two images have been observed on ascending orbit 
(one 1A and one 1B), and the remaining three images on 
descending orbit (two 1A and one 1B). 

 
Figure 3. Scientific Data Hub 

 

Sensing period:  2016/08/21-2016/08/27  

Satellite Platform:  S1A_* or S1B_* 

Product Type:  SLC  

Polarization:  VV  

Relative Orbit Number:  117 
Table 2. Search parameters 

 

Satellite Orbit Date Time 

S1A desc. 2016-08-27 17:05:42.593 

S1B desc. 2016-08-27 05:10:35.191 

S1A asc. 2016-08-26 05:19:22.305 

S1B asc. 2016-08-21 17:05:09.646 

S1A desc. 2016-08-21 05:11:16.928 
Table 3. Search results 

 

 
Figure 4. Search results and their positions 

 

On figure 4 the two images, which were finally the 
source of the processing are highlighted. There were 
attempts processing the other three images. According to 
the tests it appeared that if the area of interest is close to 
the edge of the overlapping area, i.e. in the 10% border 
zone, then no vertical changes can be detected on the 
interferogram. Also, it turned out that images from 
descending and ascending orbits cannot be combined 
regardless the source of the image, i.e. identical or 
different satellites.  

Two images a Sentinel-1A image on 2016-08-21 and a 
Sentinel-1B image on 2016-08-27 has been used: 

• S1A_IW_SLC__1SDV_20160827T170542_201
60827T170609_012789_014270_B9C6 

• S1B_IW_SLC__1SDV_20160821T170509_201
60821T170538_001718_002770_6482 
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The main processing software was the Sentinel-1 
Toolbox of the SNAP software, apart from the 
determination of the vertical deformation map from the 
interferogram, which can be performed in an independent 
step with the use of the Statistical-Cost, Network-Flow 
Algorithm for Phase Unwrapping (SNAPHU) program, 
every other step was performed by it. 

The steps of the workflow can be seen below, c.f. 
Figure 5.  

 
Figure 5. Processing workflow 

 

During the first, S1 TOPS Coregistration step, the 
master and slave images has been chosen. Every image 
file (ref frame on Figure 6) contains three subsequent Sub-
swaths (middle white frame on Figure 6), thus another 
selection has been made to choose that which part is the 
area should be processed. If necessary, the location can 
further be narrowed by using the tool Bursts (small white 
frames on Figure 6). 

 

 
Figure 6. S1 TOPS Coregistration step with Sub-swaths and Bursts 

 

The results are the intersecting parts of two datasets in 

the same position, as shown below c.f. Figure 7 and 8. 

 

 

 

 

 

 
Figure 7. Bursts of master image 

 

 
Figure 8. Bursts of slave image 

 

In the next step, the Interferogram formation, the 

following corrections are applied [11]:  

- Δϕflat: phase correction for the Earth curvature 

(often named as flat Earth phase), 

- Δϕelevation: phase correction due to topography, 

- Δϕdisplacement: surface deformation correction,  

- Δϕatmosphere phase correction accounting for 

atmospheric differences, 

- Δϕnoise: phase noise correction generated by 

temporal change of the scatterers, varying look 

angle, and volume scattering. 

The corrections are simply summed to a correction 

term,   

 

 
 

where: 

  

  

  

 

In these equations  is the normal baseline,  is the 

radar-target distance  is altitude difference, s is slant 

range displacement and θ is the radiation incidence angle 

with respect to the reference. (For the geometrical 

representation of some of these quantities, see Figure 9.) 
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Figure 9. Sketch of the geometry of observing with a SAR satellite  

for the use of the InSAR technology. [12] 
 

The S1 Tops Deburst function eliminates the 
horizontal lines on the images by merging the neighboring 
stripes.  

To get an image where only the deformations remain, 
the topography effects must be subtracted by using the 
Topographic Phase Removal function (c.f. Figure 10.).  

 

 
Figure 10. Phase image without topographic effects (red=0 blue=2π). 

 

 

On the aforementioned figure (Figure 10.) the dotted 
nature is the consequence of the lack of coherence. 
Coherence loss can be occurred due to temporal and 
geometric decorrelations, volume scattering and 
processing errors. To reduce this noise, a filter should be 
applied. In the SNAP program this filter applies the 
Goldstein method, and the function utilized is the 
Goldstein Phase Filtering.  The results of the filtering are 
shown on Figure 11. 

 

 
Figure 11. Phases after the Goldstein filter has been applied (red=0 

blue=2π) 

 

 

The improvements are conspicuous between the two 
processing states (Figure 10 vs. Figure 11.) The results are 
ambiguous since the values in every pixel are between 0 
and 2π. In order to interpret the results for engineering 
purposes, the displacement values in meter dimension are 
preferred. In order to achieve this, a so-called Phase 
Unwrapping step should be applied. This is the step, 
which can be done in a separate software (SNAPHU) 
dedicated to this task. Phase unwrapping solves this 
ambiguity problem by integrating phase difference 
between pixels next to each other. (c.f. Figure 12.) [1]  

 

 
Figure 12. Phases before and after unwrapping. [1] 

 

Subsequently, the Phase to Displacement function can 
be used for obtaining vertical displacement values as 
distances.  

The two final steps, the Update Geo Reference and the 
Ellipsoid Correction is needed in order to transform the 
results into geographically correct coordinate system.  (c.f. 
Figure 13.) 

 

 
Figure 13. The displacement results in geographically correct position 

 

Legend 

Deformation (m) 
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IV. RESULTS 

 
In the study an attempt has been done to combined use 

of Sentinel-1A and Sentinel-1B images. For the purpose a 
major earthquake has been analyzed as a case study. 
According to the investigations it was found that 

(1) If the area of interest is close to the edge of the 
overlapping area, i.e. in the 10% border zone, then 
no vertical changes can be detected on the 
interferogram. 

(2) Images from descending and ascending orbits 
cannot be combined regardless the source of the 
image, i.e. identical or different satellites. 

(3) Images of different satellites, 1A and 1B (with 
both being on ascending orbit) could efficiently be 
used for vertical deformation analysis.   

The successful processing of 1A and 1B satellites 
ascending images has led to comparable results with other 
studies. According to our investigation, on the 24th of 
August, 2016, the area of Perugia due to the earthquake 
has been sunk about 14-15 cm. In a similar study 
published on Geo-Sentinel website [13], a subsidence of 
20 cm has been determined. The difference arises from the 
different data they used, the different processing software, 
which involves several differences of processing, such as 
phase filtering method, or correction models.  

The vertical changes follow the tectonic lines, in the 
lower areas subsidence, in the higher areas uplift can be 
detected, so the motions are consistent to the topography. 
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Abstract—Modern CNC machines and robots usually work 
according to a certain program. External control can also be 
applied manually. However, during the execution of the task, 
there may be situations when adjusting the task is necessary. 
This work is devoted to the management and adjustment of 
mechatronic devices using computer vision. This paper 
describes the approach for quantifying loss of quality (in 
information value) of digital images when modifying their 
size. 

I. INTRODUCTION 
The industrial manufacturing of products from various 

materials is always accompanied by a certain degree of 
defect caused by various inadequacies in shape, hidden 
imperfections manifested during processing, as well as 
unfitness of work surfaces of the finished products to 
normal operation in the future. 

Until recently, the implementation of quality control 
required, and in many enterprises still requires, the 
presence of controllers who carry out the evaluation 
visually. The process of sorting parts or products subject to 
control (with human participation) must be carried out 
directly on the production line in real time regardless of the 
production rate. 

At present, a number of solutions for automated visual 
quality control in production are present in the market. 
Among the companies that represent solutions in this area 
are SICK [1, 2], Siemens [3], National Instruments [4], 
Microscan [5], Cognex [6], Sensopart [7], Barco [8] etc. 

Foreign researchers such as T. Maenpaa [9], M. 
Pietikainen [10], A. Ahonen [11], T. Ojala [12], R. Haralick 
[13], H. Kauppinen [14], as well as researchers from CIS 
countries I.A. Kudinov [15], S.M. Sokolov [16], A.M. 
Bondarenko [17] all have made a big impact in this sphere. 

The transition to automatic quality control is inevitable 
and requires not only the creation of special equipment, but 
also the development of appropriate mathematical and 
software systems for information processing. The 
application of said systems to automation of quality control 
can significantly improve the manufacturing efficiency. 

Manufactured parts made by milling, grinding, as well as 
casting or stamping, may not be suitable for further use. 
This may be due to a mismatch of geometric characteristics, 
such as the contour, shape, dimensions of the part, or 
because the work surfaces do not meet the requirements for 
accuracy and presence of defects. The task of image 

analysis is finding and recognizing all kinds of surfaces that 
are subject to control. 

When analyzing such images, several types of problems 
arise, each of the problems requiring a definite solution. 
First, there are tasks associated with the preparatory stages. 
These include correct identification of areas of interest, the 
separation of surface of the part from the background 
(segmentation) [18], detection of textures and 
homogeneous areas. Secondly, these are problems relating 
directly to the analysis of surfaces, such as precise 
assessment of the surface type based on its texture and 
recognition of textures pertaining to different surfaces. 

Real-time processing can be divided into two tasks: the 
main task of recording and storing images, and the task of 
processing images for information required for adjustments 
to the robot and to the production line. 

In conditions of continuous recording and quality control 
of the production process based on image data, a memory 
overflow happens in the management system after some 
time. This paper proposes the use of new image 
compression algorithms to allow for the real-time 
processing of data from the production line, and thus also 
for the adjustments to the operation of the robot based on 
the appearance of new factors affecting the quality of 
production. 

This paper describes the approach to quantifying the loss 
of quality (in information value) of digital images when 
modifying their size. Real-world practice of image analysis 
suggests that for most digital images a linear decrease in 
their size up to a certain threshold does not lead to the loss 
of required information. This is possible due to the uniform 
scaling of all informative elements of the image. 

II. METHODS OF AUTOMATED ACQUISITION OF DIGITAL 
IMAGES 

The automated acquisition of micrographs requires an 
automated microscope containing a motorized specimen 
stage, a mechanism to change the filters, a focusing 
mechanism and a revolver to change lenses. Typically, in 
these kinds of tasks the manufacturer's software is 
responsible for the control of the motorized units of the 
microscope. Simplified classification of microscopic 
cameras is shown in Figure 1. The preferable configuration 
is a trinocular microscope, with a camera that does not 
require an optical adapter and with a digital interface USB, 
controlled by a computer and supporting TWAIN. 

AIS 2017 • 12th International Symposium on Applied Informatics and Related Areas • November 9, 2017 • Székesfehérvár, Hungary

- 66 -

http://www.ektu.kz/employeeprofile.aspx?lang=en
http://www.arek.uni-obuda.hu/%7Egyorok/GyGy_szakmai/index_e.htm
http://www.ektu.kz/employeeprofile.aspx?lang=en
http://www.ektu.kz/employeeprofile.aspx?lang=en
mailto:ABaklanov@ektu.kz
mailto:gyorok.gyorgy@amk.uni-obuda.hu
mailto:rahmetullina@mail.ru


The process of obtaining images can be carried out either 
without an operator, such as in the case of a fully automated 
microscope, or with the participation of an operator. In case 
of an automated microscope, the software fully controls the 
microscope and image analysis starts after recording the 
photo into the memory of a computer. It is a requirement 
for an analysis program that the results are collected to a 
database accessible over the LAN. From the database, the 
results will be read by a SCADA-system, and the system 
will make decisions based on it [19]. 

 

 
Figure 1.  Classification of microscopic cameras 

In case of a partially automated or non-automated 
microscope, the operator is responsible for changing the 
samples, the selection of the microscope objective, taking a 
photo to preserve on a workstation, running the image 
analysis. As in the previous case, the analysis program is 
required to enter the results into a database, where a 
SCADA-system can use it, and the system makes decisions 
[20].  

III. METHODS OF REDUCTION OF IMAGES OF THE 
TECHNOLOGICAL PROCESS 

In automated recognition systems, the following 
methods of reduction are commonly implemented [21]: 

- None. There is no interpolation as such, the document 
sends the raw camera footage. Since there is no 
interpolation, you can expect high FPS rates: nothing slows 
it down. 

- Nearest Neighbor specifies nearest-neighbor 
interpolation. The fastest method of interpolation that 
provides the image of the lowest quality compared to other 
interpolation algorithms. 

- Bilinear specifies bilinear interpolation. No prefiltering 
is done. This mode is not suitable for shrinking an image 
below 50 percent of its original size. 

- High Quality Bilinear specifies high-quality, bilinear 
interpolation. Prefiltering is performed to ensure high-
quality reduction. A relatively fast interpolation method. 
The resulting image is really competitive. 

- Bicubic specifies bicubic interpolation. No prefiltering 
is done. This mode is not suitable for shrinking an image 
below 25 percent of its original size. 

- High Quality Bicubic specifies high-quality, bicubic 
interpolation. Prefiltering is performed to ensure high-
quality reduction. This mode ensures the highest quality of 
the transformed images [22]. 

- WinScale algorithm for scaling images using the pixel 
model based on their area. The algorithm has low 
complexity: it uses no more than four pixels of the original 
image to calculate one pixel of the received image. The 
algorithm has a good performance – the output image has 
smooth edges, and the blur is variable [23]. 

To shrink an image, groups of pixels in the original 
image must be mapped to single pixels in the smaller 
image. The effectiveness of the algorithms that perform 
these mappings determines the quality of a scaled 
image. Algorithms that produce higher-quality scaled 
images tend to require more processing time. In the 
preceding list, Nearest Neighbor is the lowest-quality mode 
and High Quality Bicubic is the highest-quality mode [10]. 
WinScale algorithm results in the same quality as a bilinear 
algorithm in conditions of comparable complexity. 

Based on the above, you would want to use the bicubic 
interpolation algorithm for scaling the image, considered 
the most optimal from the point of view of qualitative 
evaluation of the modified images and well-supported in all 
GPUs. 

We propose two approaches to evaluating the reduction 
algorithms mentioned in this paper: comparative evaluation 
of the standard mean square error variance of the original 
and reduced images within a sliding window, and 
histogram evaluation [24]. 

IV. REDUCTION ALGORITHM BASED ON THE STANDARD 
MEAN SQUARE ERROR VARIANCE 

The criterion is based on segmentation of the images into 
the same number of regions (disjoint windows), according 
to the selected step of segmentation, and calculating the 
root mean square error of brightness dispersion inside the 
window for the source and reduced images. 

This algorithm consists of the following steps:  
1) Original image is divided into square areas of equal 

size (the grid is superimposed on an original image);  
2) Calculate the average intensity of every region (sum 

up intensity for every pixel and divide by the number of 
pixels);  

3) For each region variance is calculated by the formula 
(1) 

𝐷𝐷𝑖𝑖,𝑗𝑗 = 1
𝑚𝑚∙𝑛𝑛

∑ ∑𝑛𝑛
𝑦𝑦=1

𝑚𝑚
𝑥𝑥=1             (1) 

where M, N are dimensions of the original image in 
pixels, m, n are dimensions of the selected windows in 
pixels, 𝐿𝐿𝑥𝑥,𝑦𝑦 is the brightness of a pixel with coordinates 
(x,y), 𝑀𝑀𝑖𝑖,𝑗𝑗 is the average brightness within the window with 
coordinates (i,j); 

4) Reduce the original image, and repeat steps 2 – 3. The 
scale and the variance value are recorded at each iteration 
of the cyclic reduction. Data is accumulated into arrays.  

5) Calculate the loss of the information content 
according to the formula (2) 

∆𝐷𝐷 = 1
𝐼𝐼∙𝐽𝐽
∑ ∑𝐽𝐽

𝑗𝑗=1
𝐼𝐼
𝑖𝑖=1                     (2) 

where  𝐷𝐷𝑖𝑖 ,𝑗𝑗 is the variance inside the window of an 
original image with coordinates (i,j), 𝐷𝐷𝑖𝑖 ,𝑗𝑗′  is the variance 
inside the window of a modified image with coordinates 
(i,j), I is the number of columns of windows, J is the number 
of rows of windows. The data is stored in an array. 
6) Loss of quality from the zoom is plotted based on the 
value of ∆D. The source image is considered to be 100% 
quality. Example of the algorithm is shown on Figure 2. 
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Figure 2.  - The dependence of image quality loss for the algorithm 

based on average-squared error estimation variance 

V. REDUCTION ALGORITHM BASED ON THE HISTOGRAM 
EVALUATION  

The method is based on a comparison of "shapes" of 
brightness histograms for the original image and the scaled 
image. The standard error deviation of a source image 
histogram from the modified image histogram serves as a 
criterion. 

Histograms for each component of the color space allow 
us to estimate characteristics of the digital image in terms 
of form of the color-brightness settings distribution. The 
cardinality of a histogram array is the same for any image 
[25]. This can be used to assess the differences between the 
original image and the scaled one. The standard error 
deviation of a source image histogram from the modified 
image histogram serves as a criterion. Histograms are 
constructed in relative frequencies, which leads to the 
difference in the total number of pixels of the original 
image and the scaled image:  

 ∆𝐺𝐺 = �1
𝑁𝑁
∑ (𝐻𝐻𝐹𝐹𝑖𝑖 − 𝐻𝐻𝑀𝑀𝑖𝑖)2𝑁𝑁
𝑖𝑖=1 ,                 (1) 

where N is an array dimension histogram, HF is an array 
of relative frequencies of the brightness histograms for the 
original image, HM is a similar array for the modified 
image. Figure 3 shows the dependence of the image quality 
loss on the compression. 

 

 
Figure 3.  - The dependence of image quality loss for the algorithm 

based on the histogram evaluation 

 
Figure 4.  - The algorithm is based on the histogram evaluation 

A software module was developed to analyze the 
proposed evaluation methods. Different types of mineral 
rock images were analyzed for changes in the average 
square error of the original and the reduced image. It was 
confirmed The viability of the proposed information loss 
estimation method has been proven for all analyzed images. 

VI. RESULTS AND DISCUSSION 
Joint analysis of the visual changes towards "information 

value" decrease for the given image leads to an increase in 
criterion value. This fact can be used to automatically 
calculate the reduction threshold for the original image. In 
the process the fixed values of the criteria are translated into 
a percentage ratio of information loss. 

To do this the original image is modified in a loop by 
reducing its size by step q (q = 5%), and at each iteration a 
fixed criterion value is recorded. The cycle stops when the 
image scale is reduced to 0, i.e. the image is "degenerate", 
fitting 100% information loss. Based on this, the percentage 
ratio of information loss is calculated  for each recorded 
step of the reduction. After that, the allowable percentage 
of quality loss, and thus the allowed threshold, are selected 
according to a chosen analysis methodology. 

Testing was performed on the FESTO training and 
production robotized line. Mechatronics FESTO is the 
synergistic combination of mechanical engineering, 
electrical engineering, electronics, information technology 
and system analysis utilized in the design of products and 
automation processes (Figure 5). 
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Figure 5.  - Robotic FESTO line 

VII.  CONCLUSION 
The acquired information can be used in practice to 

increase the speed of recognition algorithms for digital 
images of the conveyor products. Reducing the size of the 
image N2 times leads to an increase in processing speed of 
N times, which significantly increases efficiency by 
allowing the use of more "expensive" in terms of time, but 
more quality algorithms. 

A software module was developed to analyze the 
proposed evaluation methods. Different types of mineral 
rock images were analyzed for changes in the average 
square error of the original and the reduced image. It was 
confirmed The viability of the proposed information loss 
estimation method has been proven for all analyzed images. 
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Abstract— This article offers a neural network architecture 

for automatic classification of Inverse Synthetic Aperture 

Radar objects represented in images with high level of post-

receive optimization. A full explanation of the procedures of 

two-layer neural network architecture creating and training 

is described. The classification in the recognition stage is 

proposed, based on comparison with flying objects images 

from a database. The classification sets are gained by 

distinctive specifications in the structural models of the 

aircrafts. The neural network is experimentally simulated in 

MATLAB environment. 

I. INTRODUCTION 

For the classification systems of Inverse Synthetic 
Aperture Radars (ISAR) the neural networks technologies 
for better image reconstruction are proven to be successful 
[1]. An opportunity for improved information analysis in 
that area is suggested to be the development of better 
algorithms for recognition of the various flying objects. 

In [2] to solve the problem of recognition of not 
cooperating objects of observation, after acquiring radar 
image, an algorithm based on fuzzy logic can be used to 
make this classification with a high degree of credibility 
while controlling the error rate. The effect of uncertainty 
in the identification process is reduced if it can be trained 
or if the experience of expert can be studied [7]. Many 
opportunities are revealed for in-depth research and 
implementation of new ideas and approaches to accelerate 
the process of implementing the principles of inverse 
aperture synthesis in practice. At this stage a common 
standard for assessing the quality of the radar image is not 
created [5]. New methods for detecting and analyzing 
specific characteristics of objects in ISAR - images of 
moving objects [4] are needed in order to differentiate 
them into different classes. An algorithm for recognition 
of objects in the radar image by comparison with standard 
contour models of planes is presented in this paper. 

II. PRECONDITIONS 

For the simulation environment is assumed that the 
process of obtaining a horizontal orientation of the 
observed object in a network of 256x256 pixels is 
completed with linear resolution at azimuth and distance, 
respectively                     and   .               .  . Procedures for 
filtering the resulting image and extraction of 128x128 
pixels subarea containing the object silhouette and image 
optimization are also preconditions for the binary matrix S 
with the aircraft object [6,7,8]. 

Contour object patterns are placed exactly in the middle 
of the frame, both horizontally and vertically. Model 
matrices with the size of 128x128 elements are formed as 
follows: If the pixel of the graphical contour model is part 
of the contour model, the value of 1 is assigned to the 
corresponding matrix element, otherwise the element is 0. 

For the simulation experiment, sixteen airplane models 
are defined in a rectangular network of 128x128 pixels 
with network dimensions. Sixteen exemplary graphical 
contour models are used: Eurofighter Typhoon, Pilatus 
9M, Rafale, Mirage 2000, MiG-29, Gripen, Falcon 2000, 
F-22, F-18, F-16, C-130 H, Bombardier Q400, Boeing-
747, Boeing-737, Boeing-707 and Embraer Legacy 600. 
The reference models are created on detailed graphical 
maps, accompanied by precise data on the geometric 
dimensions of objects in the three dimensions. Graphics 
cards and data are published on the FAS website 
(Federation of American Scientists). The models are 
designed to be proportional 2D schemes of real aircrafts 
(fig.1). 

 

   
   Eurofighter Typhoon                   Rafale                          MiG-29 

 

Figure1. Reference models from aircrafts database. 

 

The modeling is carried out under the following initial 
conditions. Objects are observed with ISAR, their 
movement is simulated in a rectilinear trajectory at 
constant speed and at constant altitude during observation. 
The object is modeled in its own two-dimensional 
coordinate system with network dimensions on both 
coordinates [3]. 

It is assumed that high resolution at a distance   is 
realized in the ISAR by usage of impulses with linear 
frequency modulation. ISAR pulses are designed with 
linear frequency modulation of duration             , 
repetition period                 high frequency oscillation 

][1010 GHzf  , wavelength ][03.0 m , and a full 

frequency deviation ][10.32 8 HzF    [6]. 

It is assumed that the positions of some of the scatterers 
of the three-dimensional variations of the reference 

][5.0 mR ][5.0 mL 

][10 6 sТ 

][10 5 sTp
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patterns are located with shading effect generation on 
other scatterers arranged behind them in the course of 
irradiation with the emitted radar signal.  

A model of reconstructed ISAR image of the flying 
object in 128х128 pixel grid is used for the experiment in 
presence of Gaussian white noise with constant zero mean 
and variance 0.01 and “salt and pepper” noise with density 
0.015. The additive “white” noise and impulse 
interferences produced by the peak noise are presented on 
figure 2. The experiments are developed in MATLAB 
environment. 

 

   
(a)                                                          (b) 

Figure 2. Reconstructed images in presence of additive noise for the 
aircrafts Rafale (a) and C-130 H (b). 

 

It is presumed that the ISAR image is processed with 
automatic focusing procedure locked on the final image 
[4]. 

With this algorithm, the object is accurately detected in 
the radar image by comparison with contour reference 
aircraft models from the database. 

Numerous methods for extracting characteristic lines 
(contours) and contours from the structure of an image, 
which are based on the evaluation of the first and second 
derivative of the function of the intensity, are known in 
the theory of digital image processing [8].  

Based on the fact that the images that are being 
processed at this processing stage are in binary format 
when there is only one monolith object within the frame, a 
filtering procedure for drawing the contour is applied to 
the images from the database (Fig.3). 

 

 
(a)                                                     (b) 

 

Figure 3. Extracting the contour line of the object through a filtering 

procedure in the images of F16 (а) and Embraer Legacy 600 (b). 

 

In the filtration of the resulting ISAR image, various 
image clearing procedures are used to form the structure 
of the filtration system and digital image processing [9]. 
Their purpose is to provide an image extraction and a 
contour image of optimal quality that is adequately 

corresponded to the shape of the subject in the frame, even 
in case of highly noisy images. Solving this task is of 
particular importance for the next step of processing the 
information associated with the recognition of the final 
object. 

III. AN ALGORITHM FOR OBJECT RECOGNITION 

PROCEDURE 

The availability of a ready database with a large amount 
of detailed models of flying objects (their characteristics, 
features of their structure) is essential for rapid decision 
on the specific task. 

A neural network of type “Backpropagation” is chosen 
for the algorithm described before. 

The problem is solved in converting the input image 
into a vector that can be classified by the neural network, 
similar to one of the classes (models) in a database, 
formed previously. A number of 16 etalon models, with 
dimensions of 128x128 pixels, is chosen for the 
comparison. Patterns are represented by binary matrices 
whose elements are numerical expression of the graphic-
described solid models of aircraft with a known geometry. 
It is considered in this procedure that the possible error is 
within 2 pixels in eight directions. To remove the 
ambiguity of the subject in position, twenty-five 
supporting matrices are formed for each model by 
translation of the etalon model at distance of 2 pixels in 
eight directions on the center of the image (fig. 4). The 
etalon models database is formed by these 400 matrices 
(16x25). Figure 4 illustrates the principle of creating 
matrices WM,1, WМ,2, …, WM,N  for a reference model 
number   corresponding to a Eurofighter Typhoon. 

 

  
W1,1   W1,25 

Figure 4. Graphic representation of matrix elements WM,N  for 

model with number М = 1 (Eurofighter Typhoon). 

 

In the next stage of the chosen designing approach, the 
etalon matrices with the values of pixel intensity are 
reshaped in vertices of 128x128=16384 element so each 
matrix is transformed to one column. These vertices are 
formed in one matrix of “training”, called Training 
(16384x400). 400 is the number of objects in the database, 
multiplied by twenty-five items, which are subject to the 
procedure for recognition, a 16,384 is the number of 
pixels in an image. At this stage, a matrix for the "desired 
result" named “Target” is also constructed, which is 
necessary for the neural network process of training. The 
matrix has a dimension 16x400 - 16 rows of available 
sites classified by their solid silhouettes and 400 columns, 
because each etalon model is represented by twenty-five 
of his positions. The location of the non-zero element of 
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Figure 7. Structure of the weight matrix at the entrance of the second layer of the neural network. 

 
Figure 5. Block diagram of a neural network, designed in 

MATLAB environment. 

 
 

Figure 6. Structure of the first layer of the neural network built in Simulink. 

each column corresponds to the number of class (line) 
with which the result of recognition is associated.  

In accordance with the algorithm proposed before, a 

neuron architecture consisting of two layers is designed by 
means of the Matlab programming language (fig.5) and is 
modeled in Simulink environment (fig.6). In theoretical 
aspect, the learning process of this type of neural networks 
has proven convergence and therefore in a sufficiently 
long period of self-training, the neuron’s weights should 
be suitably adjusted to produce correct classification of the 
vectors from the training sample. The first layer of the 
neural network is "hidden" and is composed of 16 neurons 
with a log-sigmoid transfer function. These neurons form 
subclasses, some of which the input vector is classified 
with. The internal structure of this layer is depicted on 
figure 6.  

 A line called "Delays 1" that converts the elements of 
the input sequence into an input vector is in the layer 
structure. Log-sigmoidal transfer function provides a high 
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sensitivity and high resolution in the recognition process. 

The weight matrix IW consists of sixteen weight 
vectors called "weights", whose specific values are 
determined in the education stage of neural network. The 
second layer according to the final number of desired 
classes is designed to have 16 neurons. The number of the 
"winner" neuron is corresponding to that one of the all 
solid aircraft models to which the current input vector is 
brought to. The role of this layer is to process a 
classification of the first layer results and to generalize 
them to a fixed number of user classes (16). Its structure is 
similar to the structure of the first layer. The expanded 
structure of the inputs of the neurons in the layer is 
presented on figure 7, wherein the weight matrix LW is 
composed of sixteen weight vector, whose specific 
weights are determined in the training stage of the neural 
network. 

A training of the neural network is processed for the 
next stage of the neural architecture realization, which is 
essentially an adjustment of coefficients of the weighting 
matrices of neurons of the two layers. Embedded 
algorithms and procedures are used for automated self-
training of the Matlab neural networks. A method for 
training a neural network with "teacher" in accordance 
with the following sequence of actions is processed. The 
initial training of the neural network is carried out free of 
interference. 
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Figure 8. Desired possible error 0.1 during the training in noise free 
environment is reached at 120 epochs – (a). Desired possible error 0.01 

reached at 224 epochs – (b). 

The input of the network is fed with "training" matrix 
Training1, containing the values of the intensities of the 
pixels obtained from the reference models. The desired 
result indicated by the matrix Target is the product the 
output of the network is designed to produce. Back 
propagation of error is the learning algorithm used. The 
goal for the possible error is chosen to be 0.1 and the error 
calculating function is of the type sse (sum squared error - 
accumulated value of the square error). The maximum of 
the training epochs is limited to 1000. The training results 
are illustrated on Figure 8 (a). 

For the next step in the network training process higher 
requirements are implemented – the goal for the possible 
error is chosen to be ten times lower now - 0.01. The 
results of that training are shown on Figure 8 (b). 

In line with the graphics on figure 8 the desired 
threshold is reached in two cycles of training in which the 
learning process is considered to be complete. Modeling 
the process of synthesis of this neural architecture is 
carried out in Matlab environment. The results of the 
neural network for the ISAR observed object “Falcon 
2000” (fig.9) are presented on figure 10 where the 
position of the etalon model for that airplane is 7 and the 
object is properly classified. 

 
(a)                                           (b) 

Fig. 9. ISAR image received (a) and optimized (b). 

 

 
Figure 10. According to the neural network classification the object is 

recognized as the airplane Falcon 2000. 

IV. CONCLUSION 

In this article neural networks algorithm for object 
recognition procedure in ISAR image is designed. As a 
result of the analysis and the carried out experiments the 
following conclusions can be made: 

The chosen decision making algorithm is logical and 
accurate for the class belonging of the observed object. 
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The described neural network operates like an 
associative memory and makes correct classification of 
the ISAR objects in high level of noise environment as 
well as if the objects are not full or heavily damaged. 

The used number of neurons in the first layer is smaller 
than in other networks because it depends of the chosen 
models in contrast to the image pixel number. 
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Abstract—This study focuses on single layer dual band 

Frequency Selective Surface (FSS) with closely located 

resonant frequencies for X band applications. The designed 

FSS comprises of cross dipoles and fragments of broken 

rings printed on a single layer dielectric material to get dual 

band frequency response.  The proposed structure offers the 

advantage of distinguishing two closely located frequencies 

such as 8.8 GHz and 11.2 GHz. The frequency ratio of the 

upper resonant frequency to the lower one is as small as 

1.27s. Furthermore, the thickness of proposed FSS is only 

0.017*λ where λ is the wavelength of the lower resonant 

frequency. In addition to these properties a stable frequency 

response is observed for different incidence. 

 

I. INTRODUCTION 

Frequency Selective Surfaces (FSSs) are periodic 
structures which contain slots or metallic patches with 
different geometry to provide filter characteristics [1], [2]. 
FSSs have been extensively studied and used in various 
applications such as spatial filters, absorbers, polarizers, 
radomes, antenna reflectors, EBGs (Electromagnetic Band 
Gaps), AMCs (Artificial Magnetic Conductors), electro-
magnetic shielding, RCS reduction controlling practice 
[2]-[4]. Recently, with the rapid development of 
electronics and communication technologies increasing 
demands have led to research [2]. Multiband or dual-band 
FSS can be practice where multiple transmission bands 
are required such as multi-channel systems [5],[6].  

One of the considerable property of FSS design is the 
sensitivity to the different incidence angle of the EM 
wave. In [7] and [8] angular stable performance is 
obtained due to the symmetric geometry of the unit cell 
design. Also in [1] closely spaced planar dual-band FSS is 
studied with the feature of the 90° rotation technique for 
the unit cell makes available to independence of incident 
polarization and angle. Several methods have been 
investigated to achieve closely located frequency 
characteristics. The closely band response was achieved 
by reducing the mutual coupling with the redistributed 
maximum current densities along the unit cell in [6]. In [9] 
and [10] closely spaced operating bands are provided with 
the meander lines printed on a single layer dielectric 
material. In some multiband FSS studies, double square 
loop [11] and concentric ring [12] elements investigated to 
obtain closely spaced operating bands.  However, well-
adjusted gaps between those elements produces closely 
spaced bands and very small gaps have difficulties in 
implementation.  

In this paper, we present a closely located dual-band 
FSS which is constructed as an ultra-thin structure. The 
proposed structure has the advantage of a low frequency 
ratio of 1.27s. Also the design shows the stable 
performance to the various incidence angles. 

In section 2 the geometry of the proposed single layer, 
two surfaces FSS and design parameters have been 
studied in detail. In section 3 the simulation results of the 
transmittance and reflectance are given for both 
Transverse Electric (TE) and Transverse Magnetic (TM) 
polarizations. Also surface current distributions are given 
at two stop bands for both TE and TM polarizations to 
show resonating metallic arms of the unit cell, and finally 
section 4 shows the concluding views. 

II. DESIGN OF FSS STRUCTURE AND PERFORMANCE  

 

This section presented FSS unit cell with simple 

geometry is demonstrated in Fig. 2. The metallic lines, 

printed on the dielectric substrate are consist of two 

separated parts on two surfaces. Part one is composed 

from a small cross dipole in the center with the fragments 

of a broken ring on the front surface. The second part on 

the back surface is derived by scaling the first part by k 

and rotating it by 40 degrees but the fragments of a broken 

ring are rotating -5 degrees again. The preferred angle of 

rotation provides the geometry that causes the parts to be 

separated from each other and also contributes to 

achieving angular stable frequency performance. While 

outer diameter of the fragments of a broken big ring is 

named R, smaller one is r. The lengths of the big and 

small cross dipoles are R and r, respectively. When part 

two is obtained, k is used as a scale factor between R and 

r. The frequency ratio can be adjusted with different 

values of k. 

 
 

Figure 1.  Simulation results of transmission and reflection phase at 
normal incidence 
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In Fig. 1, transmission and reflection coefficient phase 

characteristics are shown. The presented FSS has two 

operational frequencies (f1=8.8 GHz and f2=11.2 GHz) 

which is understood from Phase of transmittance curve 

obviously. 

And the design parameters of the unit cell which are 

shown in Fig. 2 are listed in Table 1. The unit cell 

designed on an Arlon AR 600 dielectric substrate with a 

thickness of (h) 0.508 mm, and a relative permittivity of 

(εr) 6. The total lengths of the unit cell are 7 x 7 mm. 

 

 
 
Figure 2. (a) Top view of the proposed unit cell, (b) Bottom view of the 

proposed unit cell, (c) Designed FSS structure 

 
The gray region shown in Fig.2 represents the printed 

metallic lines and the white region represents the dielectric 
substrate. g1 and g2 are the width of the metallic lines 

which illustrated in Fig.2 (a) and (b). In Fig.2 (c) 
perspective view of designed FSS structure is given. 

Part one causes the higher operating frequency (f2) and 

part two causes the lower operating frequency (f1).Thus, 

the band spacing can be easily reduced or increased by 

optimizing k which is the ratio between the parts forming 

the geometry. 

CST Micowave Studio is used to analyze the 

transmission and reflection response of the examined FSS 

and unit cell boundary conditions are used in order to 

getting periodicity for both directions. The simulation 

results of the transmission and reflection characteristics of 

the designed unit cell are demonstrated in Fig. 3. Obtained 

frequency response shows that the designed structure 

exhibits band-stop characteristics in dual frequencies. The 

first resonant frequency is at f = 8.8 GHz, and the second 

resonant frequency is at f2 =11.2GHz. The lower and 

higher resonant frequencies can be controlled separately 

by adjusting the lengths and proportion of lengths. 

 

 
 

Figure 3.  Transmittance and reflectance of the proposed unit cell 
illuminated by a normal incidence 

 

Parametric analyzes are performed to investigate the effect 

of the angular variation of the metallic elements at the 

bottom surface on the transmission characteristic. Metallic 

elements at the bottom surface are positioned at 0 degree, 

30 degrees and 40 degrees relative to metallic elements of 

the top surface. In Fig. 4,  0 degree, 30 degrees and 40 

degrees configurations are demonstrated. 

 

 
Figure 4.  Angled configurations of the metallic elements at the bottom 

surface of the unit cells (a) 0 degree configuration, (b) 30 degrees 
configuration, (c) 40 degrees configuration 

 

In Fig. 5, parametric study of simulation results of 
transmittance of the designed FSS at normal incidence for 
TE polarization is shown.  It is clearly observed from the 
Fig. 5 that the angular configuration affects the operating 
frequencies and space between these frequencies.  

 

TABLE I.   
DESIGN PARAMETERS OF THE UNIT CELL STRUCTURE 

Design parameters Dimensions (mm) 

D 7 

R k*r 

r 4.95 

g1 0.22 

g2 k*g1 

h 0.508 

k 13/11 

m 1.65786 

n 1.2899 
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Figure 5.  .  Simulation results of angle-dependent transmittance of the  0 

degree, 30 degrees and 40 degrees configurations of the metallic 
elements in the bottom surface 

 

In Fig. 6. transmission response of the presented FSS 

for different incidence of EM wave. Angularly stable 

frequency characteristics is observed for up to θ=60 

degrees of several incident angle when 𝟇=0 for 

Transverse Electric (TE) polarization. 

 

 
  

Figure 6.  Simulation results of transmittance of the designed FSS 

illuminated by a different incidence for TE polarization 

 

Metallic lines printed on front surface and back surface 

of the unit cell have four symmetrical arms. These 

symmetrical arms can diminish the sensitivity to the 

various incident angles.  

The Designed structure maintains angular stability up 

to θ=60 degrees of several incident angle when 𝟇=0 for 

Transverse Magnetic (TM) polarization. Stable frequency 

performance for TM polarization is observed from the Fig. 

7. 

 
 

Figure 7.  Simulation results of transmittance of the designed FSS 
illuminated by a different incidence for TM polarization 

 

The surface current distributions of the presented unitcell 

at lower and higher operational frequencies for both TE 

and TM polarizations under normal incidence are 

demonstrated in Fig. 8 to express resonating parts. 

 

 

 
 
Figure 8.  Surface current distributions of the designed FSS under normal 

incidence at (a) 8.8 GHz for TE polarization, (b) 8.8 GHz for TM 
polarization, (c) 11.2 GHz for TE polarization, (d) 11.2 GHz for TM 

polarization 

 

 

III. CONCLUSIONS 

A single layer closely located dual-band FSS is 
designed and simulated. Simulation results of the X band 
closely located FSS structure are obtained using  CST 
Microwave Studio. The presented FSS is operating at 8.8 
GHz and 11.2 GHz.  The designed FSS with simple 
geometry have advantages such as low ratio of two 
resonating frequencies with 1.27s and ultra-thin design led 
to low mass. Also the presented design exhibits dual-band 
reject filter response. The simulation results show that the 
designed single layer structure provides a good frequency 
sensitivity up to 60 degrees of incident angles for TE 
polarization.  
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Abstract—IBM Watson [1] is a Cognitive system, what 

can analyze and interpret data - similarly to a human 

being - including unstructured text, images, audio and 

video, can learn and reason. This system has several 

capabilities (accessible through interfaces), which allow to 

execute context based natural language processing and 

interpretation. The purpose of the project is to provide 

support for human by significantly minimizing the effort, 

which is currently needed to analyze and understand large 

volume of unstructured audit text. IBM Watson gives an 

opportunity to identify IT risk factors, and compliance 

problems automatically, finding trends, and provide 

solution to improve problem detection while it helps to 

decrease the faults from manual human processing and 

improves efficiency.  

In this article, the authors propose a method, which 

utilizes advanced natural language processing by using 

cognitive systems. Need to emphasize that the activity had 

to be carried out in an IT service management specific 

language area. The possible structures of dictionaries were 

investigated to adapt best the natural language processing 

capabilities and the required categorization, also the 

necessary pre-processing actions were reviewed. Within 

the dictionaries hierarchical mapping of the categorization 

levels (related to the IT risk and compliance area) is built 

up. Furthermore, the optimal combination related to the 

usage of nouns and verbs is determined to achieve higher 

hit ratio. 

I. INTRODUCTION 

Our future is the automated world[2], so we are trying to 

automate processes in many areas of the life. Automated 

machines, robots are used to reduce failure of the human 

working, and moreover to make the work easier and faster. 

There are two different approaches, the first one is the 

software agent and the second one is the hardware agent. 

There are certain areas, which are highly automatable as 

they have many repetitive tasks, like IT services, which can be 

modelled into small executional parts. Similarly to other 

industries IT services or service management is also very cost 

sensitive, which is also a good driver for running automation 

and serves like a good business need. Automation not only 

makes several repetitive tasks to be easier for us, but it means 

that employees can focus on tasks with more added values. 

This increases the success of a company.  

The project what we are working on is a process 

automation. With the help of different text analytics tool, we 

have made a previously manual process faster, progressive, 

and more continuous. In this case our main goal is an 

automated text evaluation on a specific lingual area. 

Solution selected for this task is a Watson based solution, 

what can analyze, interpret unstructured texts. These functions 

make it possible to apply for our task. 

Similar solutions are being used in everyday life, but we are 

not thinking about how they work. The plainest examples: 

library and web searchers, these examples operating on the 

same principles, which is a keyword, apart from the algorithm, 

of course. Methods are searching for patterns, what comes 

from the searching criteria. This an efficient method while we 

are not looking for the context of the information along the 

interpretation 

 In this paper, the following section introduces data and the 

proposed method, Section 3 shows you how to create the 

model, Section 4 is about the results, Section 5 discusses and  

conclusions, Section 6 introduce the limitations of the 

solution, also introduce the planned future works, and finally 

section 7 say thank you for supporting our project. 

II. DATA AND METHODS 

A. Data to Analyze 

The problems revealed during the audits, the related 

additional information, conditions and the descriptions of 

systems covers the data which are involved in the processing. 

This specific data is restricted to IT areas and within our 

project; it is limited to English text processing. The data are 

not structured, as they have free text nature. During 

processing what makes the challenge to be more complicated, 

that the concerns identified through the audit process are 

described in compound sentences or a single paragraph might 

be referring to several problem areas. Because of these, it is 

required to define a splitting method based on rules, and the 

analysis must run on these data for the efficient processing. 
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Figure 1. Overview. Shows the steps: Create Dictionaries, Export Pipeline, Run analysis, Run report based on our statistical model

The purpose of the analysis is to interpret these audit data, 

categorize texts and identify the risk issues in an automated 

way. As mentioned earlier this was done manually.  

B. An overview of the model 

The task is to create a process or model that can interpret 

texts in the described specific language area. The specialty 

given by two things, first text cannot be interpreted based on 

normal daily speech, second this IT service related language 

area is continuously improving and changing. We need to 

think of a solution that can support these specialties.  

During the planning, we looked at some alternatives, and 

selected two of which we wanted to deal with: 

- Traditional language analytics based solutions (key words, 

dictionary-based) 

- Contextual based analytics (machine learning, context 

analysis) 

It has been decided that both solutions will be analyzed and 

implemented, but as the first step the keyword driven analysis 

has been chosen to start with, considering that it will provide 

lots of experiences about the specific linguistic forms, which 

also required for the next step to apply machine learning and 

contextual analysis. The topic of the article is to introduce the 

approach applying traditional language analytics. 

The figure 1 shows the overview of the process model: It is 

quite important to be familiar with this specific language area 

to be capable to prepare our processes for linguistic 

interpretation. The essence of the process is to identify 

important, meaningful words from the audit texts, which can 

be used for interpretation in this given linguistic area for 

making decision. The purpose of the decision is to define what 

problematic area is described by the analyzed sentence in 

terms of IT risk and compliance. The decision is made on the 

bases of majority principle, which means to determine those 

keywords in the sentence, which are fitting the best for a 

known IT risk and compliance area. 

The approach assumes that the sentence - describing a given 

problem - mainly contains specific terms for that area. There 

are exceptions like complex sentences, which are focusing on 

more than one problem or other sentences, which contains 

enumerations. Such sentences require data cleansing, data 

structure interpretation. The key in our procedure is to define 

this majority principle. Therefore, it is required to define first 

the environment, where these sentences, problem descriptions 

are analyzed, so this environment can be considered as a 

linguistic space for interpretation. This interpretation space 

can be mapped by a hierarchy, because the IT risk and 

compliance areas themselves are also mapped into specific 

categories, which can be divided further into subcategories 

along a hierarchy tree. 

Our interpretation space contains 14 main categories and 

most of the categories contain 4 levels of subcategories. The 

success criterion of this process is to be able to map and 

associate the analyzed sentences into one specific element of 

the given category of this interpretation space. In the output, 

any sentence that corresponds to an element of the hierarchy is 

meaningful to us, in all other cases we are confronted a 

sentence what is not fitting in the given language area. Of 

course, in order to have a perfect decision, we need to cover 

this interpretation space perfectly, thus it is mandatory to 
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know the terms within this specific area. Since this is 

constantly evolving, the goodness of the model depends on 

how deep we can cover the space. Thus it can be stated that 

our model as more accurate and efficient as more text 

interpretations is executed. 

Due to the fact that a particular word can fit into more than 

one specific point of the hierarchy, since the meaning of a 

given word is impacted by other words, thus we need to think 

of a solution that can handle not only a single word, but also 

word sequences or meaningful phrases. Regarding 

categorization, it can be observed that the main categories are 

mostly nouns, while subcategories are rather verbs. 

Illustrated on an example (Mgmt = Management) 

“Approximately 39,667 privileged userids were not 

revalidated during 1Q 2017 continuous business need and 

privilege access revalidation activities.” 

Main category: 

“access” = noun -->Identify and Access Mgmt 

Category 1: 

“privileged userids” = noun --> Privileged ID Mgmt  

Category 2: 

“not revalidated” = verb -->No revalidation 

The exact finding: 

 Identify and Access Mgmt 

Privileged ID Mgmt 

No revalidation 

However, in the description of the procedure, stay on a 

frequency-based decision [3], which is performed as follows: 

In the first step, we have to count the number of main 

categories for the sentence, and then summarize the 

same(1): 

A=count(distinct(main) for sentences)  

main = sum((A) for main) (1) 

Then calculate the total number of main categories in one 

sentence(2): 

B = count(distinct(main) for sentences)  

all main = sum((B) for sentences) (2) 

 
After these steps count a percentage of the main 

categories for sentences (3): 

main% = main/all main *100 (3)

  

With repeating the same steps doing this on category 

level 1-2-3, making sure that the parent changes each time 

because of the hierarchy of multiple levels of the tree (4): 

 

A = count(distinct(cat1) for main) 

cat1 = sum((A) for cat1) 

 B = count(distinct(cat1) for main) 

all cat1 = sum((B ) for main) 

cat1% = cat1/all cat1 * 100 
 

A = count(distinct(cat2) for cat1) 

cat2 = sum((A) for cat2) 

B = count(distinct(cat2) for cat1) 

all cat2 = sum((B )  for cat1) 

cat2% = cat2/all cat2 * 100 
 

A = count(distinct(cat3) for cat2) 

cat3 = sum((A) for cat3) 

B = count(distinct(cat3) for cat2) 

all cat3 = sum((B) for cat2) 

cat3% = cat3/all cat3 * 100 (4) 

 

If these results are available, then main%(own choice) is 

cut above a threshold to decrease the multitude of 

findings(5): 

Where(main%>50) (5) 

Thus a list is created with a reduced probability, but in 

many case it contains more than one hit per sentence, 

because of the multi-level structure (several subcategories 

belong to a major category). To overcome this problem, 

weighted percentages are calculated for each level. Based 

on our tests, the higher levels reach a more accurate hit, so 

they get the highest weight, down the levels these weights 

decrease (6): 

If(main% is not null) then(main%*1000) 

else(0) 

If(cat1% is not null) then(cat1%*100) 

else(0) 

If(cat2% is not null) then(cat2%*10) 

else(0) 

If(cat3% is not null) then(cat3%) 

else(0) (6) 

Then sum these scores for each row (7): 

Sum = sum(main%,cat1%,cat2%,cat3%) (7) 

In the last step the highest score is picked up for each 

sentence, so we reach our goal what is to identify only one 

finding for one sentence (8): 

sort by (sentences, Sum) 

running-count (sum for sentences) 

count <2 (8) 
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III. CREATING THE MODEL 

 

First step is to define data what we have to process. It is 

mentioned previously that data are audit records. Creating a 

database with specific parameters is needed for data storage. 

After that data have to be imported for processing from a 

centralized system.  

IBM DB2 – database 2- is used to store data. After the 

installation we needed to create a non-default buffer pool[4] - 

cache - for reason, storing big volume of data. This solution is 

used to make our process faster. 

In case of DB2, the objects of the relational database are 

organized into sets called schemas. A schema is a collection 

of named objects that provides a logical classification of 

objects in the database. So next step is creating a new schema 

based on the special buffer pool, to provide access to a bigger 

cache. 

To store data, we had to create an intermediate table. 

Temporary data storage is not requirement in a complex 

database architecture in our case, so we created only one table 

for storage. Subsequently a star schema is used for making 

report, similar like this: 

 
Figure 2. Star database schema 

The table contains an ID with automate generate function 

yet, it is used for identifying and counting records. Table also 

contains additional information: Account name, Organization, 

Location, Date, Assessment, Tittle, Relative Size. These 

columns are stored in text format, and they contain our most 

information. Concern, Conditions are also stored in text 

format. 

After creating the table, we have to upload it with data. It 

was solved with pull method, that imports data into our table 

from a centralized database. It makes capable to use this table 

to communicate with the natural language processing tool. 

Next step is creating a dictionary, it is the most critical 

movement in our process. Analysis is based on keywords, so it 

needs to fill extensively. Watson Analytics Studio [1] capable 

to make unique dictionaries. To cover IT risk specific problem 

space, needed to design an efficient dictionary hierarchy. Our 

system needs to run along this IT risk hierarchy, to achieve 

fully qualified finding. While creating the dictionary we have 

to pay attention, that the specified dictionary contains only 

category specified words, otherwise it would result fake 

findings. At first, by analyzing the existing audit records, we 

searched for words fitting into categories, and after reviewing 

those words, they were added into dictionaries. After loading, 

the measurement gives us a feedback about our work. By 

repeating these steps, we derived all of the dictionaries, what 

we can. 

System allows us to create a “custom annotator”. But what 

does it mean? It means we could insert our IT risk dictionaries 

into an annotator - pipeline -, in addition to the basic English 

dictionary. The difference between the two kinds of 

dictionaries is that basic one aims to grammatically analyze a 

sentence and identify the parts of the text, while our 

dictionaries aim to identify the specific category. This feature 

allows us to categorize the texts. To continue the process, 

another tools (Watson Explorer Content Analytics, Cognos BI 

Report Studio) have to be involved into the solution work 

flow. This is needed because the Studio cannot give 

opportunity to export the results into relational database for 

finalizing the report. 

Watson Explorer Content Analytics[1] - WEX - collects and 

analyzes structured and unstructured content in documents, 

email, databases, websites, and other enterprise repositories. 

By providing a platform for crawling and importing content, 

parsing and analyzing content, and creating a searchable 

index, Watson Explorer Content Analytics helps you perform 

text analytics across all data in your enterprise and makes that 

data available for analysis and search. Working with the two 

applications there is a way to connect them together. WEX 

enables to import our “custom annotator”, for use it for 

analyzing. In the WEX firstly we have to create an empty 

project. In the WEX similarly to Watson Analytics Studio we 

have to create a hierarchy to map the dictionaries, it is called 

“Facet tree”. It is important to create a good hierarchy, 

because the software can recognize the parent-children 

relations. It is important for us to “draw” the fully qualified 

branch, in the lower levels. 

Last step is exporting the result into a relational database, 

what a report system, in this Cognos BI can use. As the results 

of the custom annotation gives us more than one category for 

a given sentence, we need to select the best candidates as 

finding. That we achieve by using the earlier mentioned 

statistics model - weighted percentage -.  

IV. RESULTS 

In this section, we are presenting the result achieved by our 

solution. Test cases were based on existing audit records, with 

human validation. Our database table is used to provide data 

for text analytics. The figure 5, 6 visualize our report quality, 

based on the previous points. 
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Before presenting the final results, we introduce how the 

system works, and the intermediate steps what format the final 

results. Let’s see an example (Table I): 
„Root cause analysis was not always performed upon a 

service level failure. Further, root cause analysis when 
performed did not always identify the actual trigger of a 
failure.” 

Findings are the following words: identify, identify, was 
not always performed, root cause, root cause analysis, Root 
cause analysis 

TABLE .I 
RESULT OF AN EXAMPLE. FIRST COLUMN IS THE FOUND KEYWORD, SECOND IS 

THE TARGETED MAIN CATEGORY, AND THIRD IS THE FOUND CATEGORY. 
THE FALSE TRUE ANSWER IS BOLD. 

Keyword CategoryMain Founded 
category 

identify IT_Risk_Management_
Services 

Exception_not_ 
identified 

identify IT_Risk_Management_
Services 

RCA_inaccurate_
or_incomplete 

was not 
always 

performed 

IT_Risk_Management_
Services 

RCA 

root cause IT_Risk_Management_
Services 

RCA 

root cause 
analysis 

IT_Risk_Management_
Services 

RCA 

Root cause 
analysis 

IT_Risk_Management_
Services 

RCA 

Overall 6 1:5(false:true) 

 

Figure 3 visualizing the Table I. 

 
Figure 3. Findings per record 

Word repetition is discoverable, because a word can belong 
to more than one category. To solve this problem, we need to 
apply a report system as we mentioned. Let see the “identify” 
word. This belong to two categories, however in the first case 
it reached only 16%, in the second case 84%. This difference 
is due to the other words which strengthens this branch for 
example: “root cause analysis”, so the final vote is based on 
the 2nd “identify”: 
 
   IT_Risk_Management_Services 

IT_Risk_Management 

RCA_inaccurate_or_incomplete 
 

This solution ensures that finally only one result is 
displayed on the output. The test running on 97 records, then 

with summarizing the data we get the following result 
(Figure 4). 

97 97 9797
83

59

Input data Correct finding

 
Figure 4. Correct Conversation Rate 

In a percentage format, it looks like this (Figure 5), the 
correct finding percentage is significantly decreasing with the 
category level: 

0

50

100

Main Category 2 Category 3 Category 4

Efficiency

 
Figure 5. Percent hit rate 

Summing up the results with hundreds of audit records, we 
get the Table II. 

The upper blue part of the table shows a good ratio while 
the lower parts are getting weaker - the weakness can be 
attributed to the non-sufficient number of audit records what 
causes that the dictionary not filled up satisfactorily - but 
overall, despite the weakness of the lower part of the table, the 
average accuracy of 83.3 was achieved. 

TABLE II : SUMMARIZED RESULT FOR 574 RECORD 
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V. CONCLUSION AND DISCUSSION 

In this paper a complex text analyses was presented with its 
result. In summary the results are satisfactory. 

Based on our model and approach, we have reached a 
relatively high hit ratio and accuracy by applying this 
language analytics model. Accuracy means in our case that 
this solution is able to identify the correct main category 
above 90% and in the second category the accuracy varies 
between 65-85%. This level of accuracy is good base for 
automation and decrease the level of manual effort. We still 
can identify space for improvements, which we can approach 
from two aspects. First aspect is the goodness of the 
dictionary itself, here we need external support having good 
level of knowledge about this specific area.  

However it can be seen that at higher hierarchy levels - the 
top levels- we can achieve a flawless or almost completely 
flawed hit rate (fig 5). Towards the lower levels, this ratio was 
decreasing, which can be attributed to the degradation of 
processes in many branches, and the diversity of the content 
of the verb report. The weakness of the lower levels can be 
attributed also to the dictionary’s weaknesses, which means 
that in those dictionaries there are not enough supporting 
words. 

All test results were discussed concerning the success of the 
analysis, and it was concluded that in the further text analysis 
the improvement of the hit rate can be approached from two 
sides. First, let's take the easiest one to refine the dictionary's 
content. In this case, our knowledge about this specific area is 
not appropriate, so it is required to involve an external help - a 
person who had made manual analysis earlier - to refine the 
dictionary. We have also tried to consider the structure of the 
hierarchy when uploading the dictionary. The upper two 
levels of the hierarchy point to the definition of the subject, so 
in this case the given levels are filled with nouns defining the 
fundamental problem. The lower levels under each major 
categories refers to some parts of the processes, so it is better 
to moderate the number of adjectives, nouns in the 
dictionaries at these levels, but use rather verbs to create 
accurate results. This plays an important role because, if the 
dictionary is populated by this way, the approach will find 
more meaningful words for the higher level and for the lower 
levels, so the statistical model will give higher weight than 
any possible false results.Second, clearing the text can move 
to the desired direction. Input data contains a lot of specific 
characters - "; ‘ etc." that are removed to make the device 
work optimally. 

 

In addition, the text contains many non-noticeable control 
characters - line breaks, etc. - which also have an affecting 
feature for the analysis; these are also removed from the text 
in some cases. As the last step of the content purification, it is 
necessary to mention that an input data consists of several 
sentences in most cases. These sentences are usually not 
describing only one fault, so it is necessary to analyze these 
sentences separately and to display them as separate texts 
between the output data, keeping in mind, of course, the 
related original text.  

VI. LIMITATIONS AND FUTURE WORKS 

Knowing that the tool is key word-based, so it looks for 

matching pattern in the text, it propounds various problems, 

the most significant of these being the spelling error. In the 

knowledge of the problem, we can put up a similar problem - 

a foreign word embedded in the word connection -, which 

means that we will not be able to recognize the specimen in 

this case, so after detecting these problems, we started looking 

for another similar text analytical method, and this is Watson's 

Cognitive Tool what is able to demonstrate the ability to use 

machine learning by training through number of samples. 

Keeping in mind the success of our project in the following, 

we try to recognize this cognitive solution and increase the 

categorization goodness in this special language area. The 

cognitive path gives two paths, first one is also a keyword-

based system that, with the help of the applied dictionaries, is 

able to further refine system by machine learning. Another 

one is a new one, which does not require any previously 

created dictionaries, it is based on machine learning only, of 

course, a sufficient number of samples is required, and then 

the approach will give us automatically the highest probability 

data. 

VII. ACKNOWLEDGMENT 

 SUPPORTED BY THE ÚNKP-16-1 NEW 

NATIONAL EXCELLENCE PROGRAM OF THE 

MINISTRY OF HUMAN CAPACITIES  

We acknowledge the financial support of this work by the 

Ministry of Human Capacities of Hungary 

REFERENCES 

[1] W.-D. J. Zhu and International Business Machines Corporation. 

International Technical Support Organization., “IBM Watson 

Content Analytics discovering actionable insight from your 

content.” 2014. 

[2] R. Berger, “Of robots and men - in logistics.” 2016. 

[3] Dudás László, “Alkalmazott Mesterséges Intelligencia,” 2011. 

[4] J. Z. Teng and R. A. Gumaer, “Managing IBM database 2 buffers to 

maximize performance,” IBM Syst. J., 1984. 

 

AIS 2017 • 12th International Symposium on Applied Informatics and Related Areas • November 9, 2017 • Székesfehérvár, Hungary

- 84 -



NB-IoT Technology and its Application 
 

Szabó Dávid*, **, Mákl Roland*, **, Dr. Nagyné Dr. Hajnal Éva* 
* Óbuda University, Alba Regia Technical Faculty 

** Albacomp RI Ltd. 
szdavid.opx@gmail.com 
makl.roland@live.com 

hajnal.eva@amk.uni-obuda.hu 
 

 
Abstract— In June of 2016 the 3rd Generation Partnership 
Project (3GPP) completed the standardization of Narrow 
Band IoT (NB-IoT). NB-IoT is a Low Power Wide Area 
Network (LPWAN) radio technology for the Internet of 
Things using conventional cellular network. It focuses on 
increased coverage, lower costs, extended battery life and 
enabling a vast number of connected devices. Using 
unexploited LTE resources, narrow band technology does 
not require new infrastructure to be built. In this article, a 
universal NB-IoT device and software framework was 
designed. It can be equipped with several types of sensors – 
along with its platform. The final tests of the device can be 
performed according to the deployment of base stations. 

I. INTRODUCTION 

 
The fourth industrial revolution (Fig. 1) not only brings 

digitalization, robotization and automation, but 
establishes a different business paradigm which, with all 
its innovations raises up a new concept, called Industry 
4.0 for short. 

This revolution is still ongoing, more and more cyber-
physical system appear that means informatics, 
mechanics and software are tightly coupled. Cyber-
physical systems are realized by interconnections of 
embedded devices by means of wired, or more preferably 
by wireless technology. Problem arises when devices had 
to be connected to a network that is hardly accessible, or 
there is no way to use conventional methods to do so, or 
financially not viable. 

These problems were addressed by 3rd Generation 
Partnership Project (3GPP) in June of 2016. In its Release 
13 a new technology, called Narrow Band IoT, was 
introduced. 

Narrow Band is a Low Power Wide Area (LPWA) 
standard radio technology, specifically designed for the 
Internet of Things. It focuses on improved coverage, 
reduced costs and prolonged lifetime (Fig. 2). 

According to Telekom’s analysis, approximately 3 
billion LPWA devices are to be connected around the 
globe by 2023 [1]. 

 
Figure 2. Benefits of NB-IoT [2] 

That is why we are motivated to design a full NB-IoT 
solution, because currently there is no general solution 
yet. 

II. TECHNICAL OVERVIEW 

 

A. Low Power Wide Area 

LPWA networks give reasonable range with minimal 
power consumption. According to Machina’s research 
this will be the fastest growing IoT technology [3]. 

These networks have two main aspects: 

1. Low Power 

Devices designed for LPWA networks are optimized in 
hardware and software as well, thus able to function for 
many years powered from a single battery. Power 
consumption is so low, it is comparable to the self-
discharge of the battery, making it unnecessary to replace 
the power source ever. Therefore, these devices can be 
placed in hard-to-reach environments. 

2. Wide Area 

Technological advances make it possible to have 
increased transmission power and receiver sensitivity, 
obstacles and interference are easier to cope with. 

Figure 1. Industrial revolutions and future view 
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Conventional networks, like Bluetooth, Wi-Fi or 
ZigBee, along with classical cellular technologies, are not 
efficient enough, requires considerable amount of 
investment and power consumption is a concern as well. 

On the other hand, LPWA devices are relatively cheap, 
uses existing infrastructure and require minimal, or no 
maintenance. 

B. Narrow Band IoT 

Table 1. Technical parameters 
Frequency band NB-IoT (LTE) FDD bands 

1, 2, 3, 5, 8, 11, 12, 13, 17, 18, 
19, 20, 25, 26, 28, 66, 70 

Mode Half-duplex FDD type B 
MIMO not supported 
Bandwidth 180 kHz 
Multiple Access Downlink: OFDMA 

Uplink: SC-FDMA 
Modulation Downlink: QPSK 

Uplink: Single Tone: 
π/4-QPSK, π/2-BPSK 

Multi Tone: QPSK 
Coverage 164 dB (+20 dB GPRS) 
Data rate ~25kbps downlink and ~64 

kbps uplink 
Propagation <10 seconds 
Power savings eDRX, Power Saving Mode 
 

1. Channel scanning and connection establishment 

The key feature of an NB-IoT device is the ability to 
adapt to changes in the environment. This property is 
defined in Physical Random Access Channel (PRACH) 
requirement which ensures sufficient link quality to cells 
[4]. 

According to 3GPP Release 13, a device, during its 
power-up, is scanning for available channels and tries to 
connect to them using one of the three signals [5]: 

1. Narrowband Cell Reference Signal (NRS) 
2. Narrowband Primary Synchronization Signal 

(NPSS) 
3. Narrowband Secondary Synchronization 

Signal (NSSS) 
NRS signal is used by the User Equipment (UE) to 

determine the performance of the downlink and is present 
in every downlink subframe. 

NPSS and NSSS estimates (Fig. 3) time and frequency 
properties with a primary signal in every 5th subframe and 
a secondary signal in every 9th subframe of frames with 
even numbers. 

With these properties at hand, the device is ready to 
receive Narrowband Physical Broadcast Channel 
(NPBCH) signal, in which, it acquires Master 
Information Block (MIB-NB). The MIB-NB informs the 
UE, in what modes the cell is operating [6]: 

a) Stand-alone (reused GSM frequency band) 
b) In-band (inside the LTE spectrum) 
c) Guard-band (next to an LTE Physical 

Resource Block - PRB) 

 
Figure 3. Primary and secondary synchronization signals [7] 

Every NB-IoT device should support all modes and 
configure itself based on the information provided. 

Narrow Band technology does not require as much 
resource as standard LTE or GSM, as datarate is lower, 
handover is not implemented and there is no support for 
Multiple-Input and Multiple-Output (MIMO) [8]. 

2. Energy Saving Methods 
But the lifetime of an NB-IoT device is still heavily 

dependent on the power source it uses, therefore it is 
critical to optimize power consumption. Optimizations 
can be done at hardware level, but a thoroughly designed 
software is the essence. 

3GPP Release 12 defines the Power Saving Mode 
(PSM), which enables a device to sleep indefinitely. In 
this state, the UE is unreachable but can be woken up by 
its internal components, or when the Tracking Area 
Update (TAU) times out (Fig. 4). 

 
Figure 4. Release 12 Power Saving Mode [9] 

3GPP Release 13 defines another power saving 
technique, the Extended Discontinuous Reception 
(eDRX), in which the UE can sleep for longer time before 
it checks back into the network (Fig. 5-6). The UE tells 
the network how many units of time it would like to sleep 
and during that time, traffic is queued. 

eDRX is useful for applications when frequent 
downlink is expected. 

 
Figure 5. Rel-13 eDRX connected [9] 
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Figure 6. Rel-13 eDRX idle [9] 

III. DESIGN 

 

A. Specification and objectives 

During design phase, the main motivation was to 
develop an NB-IoT device, which lets future adaptation 
and takes the integration realized easier. 

To achieve this goal, we designed a hardware which not 
only complies with the IoT norms (minimal power 
consumption and size), but it can be used in many 
applications by providing sufficient interface for external 
components, like sensors and control elements. 

B. Hardware 

 
The hardware components were chosen to meet the 

requirements of technological trends to the greatest extent 
possible. Key considerations are functionality, power 
consumption and size. The device consists of the 
following main elements (Fig. 7): 

1. NB-IoT enabled module 
2. microcontroller 
3. power source 
4. peripherals and extensions 

Nowadays Quectel and U-Blox has working solution 
for NB-IoT. Both modules are based on Huawei’s 
chipset, but only the Quectel BC95 is available in our 
region [10]. 

Because the BC95 module has no dedicated user-
application processor, we had to use an individual one in 
order to control the module, sensors and manage 
resources. We selected a modern, yet ultralow 
consumption type one from the range of 
STMicroelectronics ARM Cortex-M architecture 
processors. The STM32L041G4 was chosen due to its 
processing power, low-power modes, peripherals and 
package [11]. 

 

 
Figure 7. Architecture of the device 

The built-in Real Time Clock (RTC) module can keep 
track of time while the whole device is in sleep mode. 

As a matter of constant concern for our world, IT 
security, encrypted data can be easily generated by its 
AES-128 crypto-module. 

Power is provided by a standard Li-Ion battery, whose 
capacity will be chosen based on preliminary power 
consumption and required lifetime. 

Regarding the status of the microcontroller and the 
modem, two major and several minor states were 
distinguished in the calculations: 

1. Active state 
a. data acquisition, measurements 
b. processing 
c. transmission 

2. Inactive state 
In the active state, the microcontroller gathers data from 

the environment by reading sensors, process the acquired 
data and transmits them through the NB-IoT module. 
After completion, the whole device enters the inactive 
state. 

While the device is inactive, power consumption is at 
minimum, microcontroller is stopped and the NB-IoT 
module is in PSM or eDRX. If any event happens, the 
device enters into the active state again and performs 
actions. 

Time spent in the states and the actions performed are 
periodic and almost equal in power consumption, 
therefore lifetime can be calculated based on the 
individual power consumption of different processes. 
Calculations are based on electrical charge as a resource: 

𝑄 = න 𝐼(𝑡)𝑑𝑡 = 𝐼௩ ∗ ∆𝑡 (1) 

Consumption of different states and actions can be 
summed up to get the amount of charge used in a period 
of time. Then, the sum of these charges and the time of 
the period gives the average consumption. 

𝑄 = 𝐼 ∗ 𝑡 (2) 

𝑄 =  𝑄 =  𝐼 ∗ 𝑡



ୀ



ୀ

(3) 

𝐼௩ =
𝑄

∆𝑡
(4) 

Battery capacity can be calculated from the average 
current extended to the required lifetime and estimated 
efficiency: 

𝑄௧ = 𝐼௩ ∗ 𝑡௧ ∗
1

𝜂
(5) 

For example, if a device has an average power 
consumption of 100mA for 10 seconds, then 10uA for the 
rest of the day, battery capacity for a 10 years lifetime 
with 75% efficiency would become: 

𝑄 = 100𝑚𝐴 ∗ 10𝑠 = 1𝐴𝑠 (6) 
𝑄ଵ = 10𝑢𝐴 ∗ 86390𝑠 = 0.8639𝐴𝑠 (7) 

𝐼௩ =
𝑄 + 𝑄ଵ

1 𝑑𝑎𝑦
=

1𝐴𝑠 + 0.8639𝐴𝑠

86390𝑠
= 21.58𝑢𝐴 (8) 

𝑄௧ = 21.58𝑢𝐴 ∗ 10 𝑦𝑒𝑎𝑟𝑠 ∗ 75% = 2520𝑚𝐴ℎ (9) 
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, which is not too large considering 10 years of 
operation. Of course, most of the applications require 
more active time than 10 seconds a day, but it can be 
admitted, it is possible to operate a device for many years 
from a single battery cell. 

C. Platform 

 
To make a robust solution and to facilitate future 

development, we decided to create a complex system, 
which we call platform, to give an abstraction to the 
hardware, software and web service as a whole. With this 
abstraction, new applications can be implemented without 
spending time on development. 

Aside from minimizing the size of the design, we added 
extension connectors to support connection for common 
serial interface components, most commonly using I2C, 
SPI or UART. We dedicated these peripheral signals as 
well as some general I/O lines for control purposes. 

For simplifying development of the device, a concept of 
a complete firmware library was created, in which all the 
functionality would be implemented and hidden from the 
programmer in the form of an API. This library would act 
like an operating system and would guarantee minimal 
power levels and robustness by design. The API would 
reduce application logic to a few function calls. 
Furthermore, a graphical programming language could be 
developed for this purpose. The library could handle 
Firmware Over-The-Air (FOTA) and implements failsafe 
mechanisms. 

Data are transmitted to the web in the popular JSON 
format, which enables flexible useage, different types of 
data can be enclosed in a single message and almost 
every web service could handle JSON format. 

Transmitted messages always contain unique 
identifiers, battery voltage level, network statistics and 
auxiliary flags, so a fleet management solution can be 
easily built to constantly monitor deployed devices, 
giving notifications on different events. 

IV. CONCLUSION 

 
NB-IoT has a great potential for the world today. By 

using the LTE network, it is cheap to implement by 
operators and can emerge rapidly. It provides good 
coverage and with proper design, can last for 10 years or 
for more. 

With our design, many applications can be 
implemented by attaching a little extension board to the 
device and thanks to the platform, it requires minimal 
configuration to operate. 

According to previsions, vast number of NB-IoT 
devices will be connected to the internet, which means, 
Big Data solutions or Artificial Intelligence should be 
implemented later to handle and process huge amount of 
data. 

Some of the applications are focusing on smart devices 
used in cities and facilities: 

A. Smart City 

 
There is no better use of NB-IoT technology, where 

long-life and maintenance-free solutions are most critical. 
Smart city is an idea to manage urban assets based on IoT 
solutions. 

B. Smart lighting 

 
A city with many street lamps consumes a considerable 

amount of power. By replacing them to more efficient 
LED lights and remotely controlling them individually, 
lamps could be lit where it is needed, thus minimizing 
utility costs. 

C. Smart parking 

 
It is always a challenge to find parking place in a 

crowded parking lot. It takes time, fuel and is stressful. If 
every parking place had a sensor to indicate vacancy and 
provides connection to the internet with NB-IoT, vehicle 
owners could get notified about available spots nearby, or 
they could search them manually on their phone. 

D. Smart Bin 

 
Cities have their schedules for waste collection. This 

means excessive waste is not removed before the next 
schedule or there is no need to remove at all. Therefore, 
managing waste is not as efficient as it could be. Using 
NB-IoT, waste collection could be scheduled on demand, 
saving time and fuel. 

The device and its platform significantly accelerates the 
development of further solutions. Now in Hungary, and 
surrounding countries had no available NB-IoT network, 
we could not manage the final tests of our design yet.  

Based on provisions and preliminary calculations, 
carefully designed NB-IoT devices testify properties 
stated in 3GPP standards. Narrow Band IoT devices can 
be run maintenance-free throughout their lifetime due to 
their low power consumption. 
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Figure 1. The polar coordinate system of the diagram.

Abstract—The diagrams are useful tools to illustrate the result
of an analysis. In many cases the classical tools (the diagram
creator modules in the spreadsheet softwares) can not make the
imagined diagrams. For example diagram which was suggested
in my previous article to illustrate the distribution of slope and
aspect of an area. The Matplotlib is an Open-source plotting
library, which can make varies diagrams with varied settings.
This tool can be used well in spatial analyzes. Data processing
and charting can be done in an Python program.

Index Terms—Matplotlib, Python, GIS

I. INTRODUCTION

The figures are very important parts of scientific articles and
education materials. A lot of application can create various
diagrams. Probably, the most famous and easy choice is the
chart creator function of the spreadsheet softwares, but these
tools provides only the basic chart types, and the customization
is also limited.

This paper present an open source tool for this task with
practical examples in the geospatial analyzes.

II. A VISUALIZATION TASK

The distribution of slope and aspect can be shown an
polar diagram, where the angle is the aspect and the distance
depends from the slope (in the following examples the distance
is the square root of the slope). (See in Figure 1.) The
distribution of the different areas are shown an scatter chart
in this polar coordinate system. ([1].)

The distribution of the points in these scatter diagrams
represents the distribution of the slope and aspect in an area.
The [1] uses a program, which creates SVG files from the
datasets.

N

E

S

W

2.5°

5°
7.5°
10°

12.5°
15°

Figure 2. The scatter diagram created by an SVG based program.

III. THE MATPLOTLIB

The Python language [2] is very popular in the scientific
projects [3], [4], many Python tools aid research works. The
Matplotlib [5] is an open source Python module for creating
diagrams.

The diagrams presented in the Section II can be created by
the Matplotlib tools easier than the SVG-based solution. (See
in Figure 3. and Figure 4.)

The Matplotlib based program is more clearly, because it
need not create the XML text description of a lot of required
parts of the SVG files.

IV. SURFACE VISUALIZATION IN MATPLOTLIB

Matplotlib can show surfaces by different methods. The
surface data is stored in a 2 dimensional NumPy [6] array. This
array follows the Matlab convention: the X coordinate depends
from the column number and the Y coordinate depends from
the row number. The Gdal [7] module can read raster data
from varied file formats to a NumPy array.

The direction of the rows are reverse in the Gdal read
arrays than the upper convention. The rows of the array can
be reversed by the flipud function of the NumPy.

A. Colored maps

The Matplotlib can create colored map representa-
tion of the surfaces. The simplest way for this is
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Figure 3. The scatter diagram created by an Matplotlib based program.

Figure 4. Other scatter diagrams created by the Matplotlib based program.

the matplotlib.pyplot.pcolor() function. (The
matplotlib.pyplot usually is used by the import
matplotlib.pyplot as plt command in the Python
programs, and in this case this function can be used by the
plt.pcolor() form. In the following, I use this form in
the sample codes.) The plt.pcolor(z) creates a colored
map from the z two-dimensional NumPy array by the default
colormap, where z is an two-dimensional array with the
elevations.

Other colormap can be used by an optional argument of the
plt.pcolor() function. For example: plt.pcolor(z,
cmap=plt.cm.gist_earth). (See in the Figure 6. and
the Figure 7.)

The Matplotlib can create shaded surface map. (See in
the Figure 8. and the Figure 9.) An LightSource object
configures the azimuth and the altitude of the light source of
the shading.

B. Contour maps

The plt.contour() function creates contour map from
the surface data. For example: plt.contour(z). (See in
the Figure 10.)

Figure 5. The surface of Velence Hills with the standard colormap of the
Matplotlib

Figure 6. The surface of Velence Hills with the gist_earth colormap of
the Matplotlib

Figure 7. The surface of Velence Hills with the prism colormap of the
Matplotlib
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Figure 8. The surface of Velence Hills with shaded map by Matplotlib

Figure 9. Shaded map with opposite light direction than the Figure 8.

Figure 10. The surface of Velence Hills with contour lines

Figure 11. Violin plots of the distribution of LiDAR-based surcaces compared
to geodetic survey.

The Matplotlib contour charts are not the typical contour
maps. The program uses different colors for the different
elevations. (The colormap can be changed.)

V. OTHER MATPLOTLIB APPLICATIONS

Matplotlib provides a lot of chart types. Any of them may
be useful in a research.

For example LiDAR-based surfaces are comparable with
geodetic surveys, the difference between the elevations from
the surfaces and the geodetic survey can be calculated each
point of the survey. The distribution of these values charac-
terizes the method which created the surface from the LiDAR
point cloud.

The violin plots [8] are good tools for representing distri-
butions. The Matplotlib can create violin plot from a dataset.

A Matplotlib plot can contains more violins from different
datasets. For example the first element of the Figure 11. and
Figure 12. are the distribution of the errors (differences be-
tween the surface and the geodetic survey) in a surface created
by an commercial LiDAR processing software (TopoSys), and
the other violins shown same results by a new suggested Li-
DAR processing methods with different parameters (Denoted
R and q).

Matplotlib based Python programs can create animated
violin plots, one of the parameters can be changed in the
time. This possibility are very useful, because an animation
can show a lot of combinations of the R and q values.

VI. CONCLUSION

Matplotlib is an useful tool for creating scientific and
educational charts. The diagrams can be created by Python
programs. These programs also can be calculated the data of
the generated figures.

These tools may be useful in any project.
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Figure 12. Another violin plots of the distribution of LiDAR-based surcaces
compared to geodetic survey.
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Abstract—Electromagnetic signals broadcast by GNSS satellites 

suffer considerable delays while travelling through the atmos-

phere. Apart from the ionosphere, the troposphere also has a 

significant effect on the propagation. The delay caused can be 

separated into two different parts: the effect of gases in hydro-

static equilibrium and the effect of water vapour and condensed 

water present in the troposphere.  

In navigation applications of GNSS not only the accuracy of 

the positioning needs to be known, but the integrity of the posi-

tioning service should be evaluated, too. The integrity infor-

mation includes the maximum positioning error at an extremely 

rare probability level (10-7), called the protection level. The 

RTCA (Radio Technical Commission for Aeronautics) specifies 

the minimum operational performance standard for GNSS sys-

tems used in the aeronautics. This standard recommends 0.12 m 

as the maximum tropospheric error in terms of standard devia-

tion in the zenith direction, but it neglects both the geographical 

and seasonal variation of this error. 

Our study focuses on the derivation of a new integrity model 

for the troposphere, which takes into consideration both the sea-

sonal and geographical behaviour of the model performance us-

ing the extreme value theory. 

The results show that the original RTCA recommendation is 

too conservative. Our study shows that the standard deviation is 

in the order of only 5 cm with a seasonal amplitude of 2-3 cm at 

the mid-latitudes. The application of the derived – more realistic 

– integrity model helps to improve the availability of GNSS po-

sitioning service in aviation. 

I. INTRODUCTION 

The global navigation satellite systems (GNSS) use range 
observations between the satellites and the receivers to derive 
the position of the user. These ranges are measured by meas-
uring the duration of signal propagation and the results is mul-
tiplied by the velocity of light in vacuum to obtain the distance 
between the satellite and the receiver.  

It is well known that radio waves propagate slower in the 
lower neutral part of the atmosphere, therefore this atmos-
pheric layer (i.e. the troposphere) causes a significant signal 
delay. This delay is called tropospheric delay and it is mod-
elled with models derived from various meteorological obser-
vations. 

To assess the integrity of the satellite signal, the perfor-
mance of these tropospheric delay models must be evaluated 
on an extremely rare probability level to ensure that the safety-
of-life users (e.g. aviation,) can absolutely rely on the coordi-
nates provided by the GNSS receivers. 

Error models used in current ‘standard’ for safety-of-life 
GNSS [1] applications are considered very conservative when 

it comes to residual error modelling. In recent times, there has 
been much interest in revisiting these models with the aim of 
making them less conservative in order to assess the availabil-
ity of satellite positioning more reliably.  

The current tropospheric delay model from the RTCA Sat-
ellite-Based Augmentation System (SBAS) Minimal Opera-
tions Standards (RTCA MOPS) [1] possesses an associated 
residual error that is equal to 0.12 meters in the vertical sense. 
The value is derived from the results reported in [2]. While 
this approach gives a resulting standard deviation that is much 
higher than the estimated standard variance that best fits the 
data (0.05 m), it can surely be considered conservative for 
most applications. [2] also states however, that characterizing 
the delay errors beyond the ±4𝜎 level using a normal distribu-
tion is not recommended as it drastically underestimates the 
true distribution. The probability level denoted by ±4𝜎 corre-
sponds to 99.994% which is obviously high, however safety 
critical systems may demand even higher levels. These con-
siderations leave room for doubt whether the current model is 
safe to use under all circumstances. Additionally, the current 
residual error model has also been inspected in [3], where it is 
concluded that the model seems to be too conservative. Fur-
thermore, it also lacks the ability to take into account the lati-
tude dependency of the tropospheric delay estimations. 

In near future, more demanding applications are expected 
to arise and as most of these will be based on multi-frequency 
and multi-constellation use of GNSS, they suffer from iono-
spheric delays less than today. This creates a demand for more 
accurate tropospheric error modelling and ensures its im-
portance in approximating integrity while maintaining suffi-
cient system availability. Recent investigations have already 
been done on the performance of the European Geostationary 
Navigation Overlay Service (EGNOS) in aiding localizer per-
formance and vertical guidance (LPV) approaches of air-
planes [4]. The calculation and validation of the protection 
levels established using such an overlay service has also been 
of interest recently, using open-source software for the com-
putation [5]. 

The approach proposed in this paper can be summarized as 
analyzing tropospheric delay data using state-of-the-art 
knowledge on tropospheric modelling, in order to characterize 
the performance of the RTCA MOPS model by simple over-
bounding models that safety-of-life users can employ to derive 
error bounds on their positioning performance (e.g. in the 
form of protection levels). To this end we employed a dedi-
cated processing methodology using reference dataset gener-
ated by a raytracing algorithm on numerical weather models 
and a combination of statistical concepts and techniques to 
rigorously prove the correctness of error bounds to an associ-
ated confidence level. To establish the overbounding relation 
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between the model and the reference data and deal with the 
tails of the distribution, the extreme value theory was em-
ployed. 

II. THE RTCA-MOPS TROPOSPHERIC DELAY 

MODEL 

The tropospheric delay model described in [1] calculates 
the total slant delay for satellite i as: 

 𝑇𝐶𝑖 = (𝑑hyd + 𝑑wet) ∙ 𝑚(𝐸𝑙𝑖) , (1) 

where 𝑇𝐶𝑖 denotes the total tropospheric delay [m], 𝑑hyd and 

𝑑wet correspond to the hydrostatic and wet part of the delay in 
the zenith direction [m], while 𝑚(𝐸𝑙𝑖) is the value of the map-
ping function [-] at a given 𝐸𝑙 elevation angle that is used to 
scale the zenith delay to the actual elevation angle. 

The hydrostatic and wet parts of the delay are computed 
from the receiver’s height and the estimation of five meteoro-
logical parameters: air pressure, temperature, water vapour 
pressure, temperature lapse rate and water vapour lapse rate. 
Each parameter (𝜉) is estimated for the receiver’s latitude (𝜙) 
and day-of-year (𝐷𝑂𝑌) from the mean value (𝜉0) and its sea-
sonal variation (Δ𝜉): 

 𝜉(𝜙, 𝐷) = 𝜉0(𝜙) + 

+Δ𝜉(𝜙) ∙ cos (
2𝜋(𝐷𝑂𝑌 − 𝐷𝑂𝑌min)

365.25
) . 

(2) 

The value of 𝐷𝑂𝑌min is different for the northern and south-
ern hemisphere. The model works with a predefined value set 
for each meteorological parameter given for latitudes 15° (or 
less), 30°, 45°, 60° and 75° (or greater) and linearly interpo-
lates for intermediate latitudes using the two closest values. 
The equation of the mapping function used to scale the zenith 
delays to slant range is the same as equation (5) for the integ-
rity calculation. 

III. INTEGRITY MODELLING IN RTCA–MOPS 

According to [1], the following formula is used in the 
RTCA-MOPS to calculate the residual error for GPS pseudo-
range measurements for satellites used for the positioning: 

 𝜎𝑖
2 = 𝜎𝑖, flt

2 + 𝜎𝑖, UIRE
2 + 𝜎𝑖, air

2 + 𝜎𝑖, tropo
2  , (3) 

where: 

𝜎𝑖 is the standard deviation of satellite 𝑖 pseudorange 
measurement [m], 

𝜎𝑖,𝑓𝑙𝑡 
2  is the model variance of the residual errors for fast 

and long-term corrections [m], 

𝜎𝑖, UIRE
2  is the model variance of the slant range ionospheric 

delay estimation error [m], 

𝜎𝑖, air
2  is variance of the airborne receiver errors [m], 

𝜎𝑖, tropo
2  is the variance of tropospheric delay estimation er-

ror [m]. 

The standard deviation of the residual tropospheric error is 
modeled as a random integer with the standard deviation of 
𝜎𝑖, tropo, which is calculated as: 

 𝜎𝑖, tropo = (𝜎TVE ∙ 𝑚(𝜃𝑖)) , 

𝑚(𝜃𝑖) =
1.001

√0.002001 + sin2(𝜃𝑖)
 , 

(4) 

(5) 

where 𝜎TVE denotes the vertical residual error of the tropo-
spheric delay estimation and is equal to 0.12 meters and 𝜃𝑖 is 
the satellite elevation angle. Note that the vertical residual er-
ror of the tropospheric delay estimation is a constant value 
which globally overbounds the standard deviation of the re-
siduals, but as it neglects the effect of latitude on the accuracy 
of the tropospheric delay estimation, leads to an overly con-
servative model in many regions. 

Combining these terms, one ends up with the variance of 
the total residual error which enables the system to calculate 
the horizontal and vertical protection levels (𝐻𝑃𝐿 and 𝑉𝑃𝐿) 
for a given position as follows: 

 𝐻𝑃𝐿 = 𝐾𝐻 ∙ 𝑑major , (6) 

 𝑉𝑃𝐿 = 𝐾𝑉 ∙ 𝑑major , (7) 

where 𝐾𝐻 and 𝐾𝑉 are constants depending on the different ap-
proach type and 𝑑major [m] corresponds to the uncertainty 

along the semimajor axis of the error ellipse: 

 𝑑major ≡

≡ √
𝑑east

2 + 𝑑north
2

2
+ √(

𝑑east
2 − 𝑑north

2

2
)

2

+ 𝑑𝐸𝑁
2  . 

(8) 

The terms in the equation stand for the following: 

𝑑east
2   is the variance of model distribution that over-

bounds the true error distribution in the east axis 
[m2], 

𝑑north
2  is the variance of model distribution that over-

bounds the true error distribution in the north axis 
[m2], 

𝑑𝐸𝑁
2  is the covariance of the model distribution in the 

east and the north axes [m2], 

𝑑𝑈
2  is the variance of model distribution that over-

bounds the true error distribution in the vertical 
axis [m2]. 

All the model variances are calculated using the partial de-
rivatives of the position error in the respective direction with 
respect to the pseudorange error on each satellite. 

Using the 𝐻𝑃𝐿 and the 𝑉𝑃𝐿 values, the instrument can de-
cide whether current accuracy of the position is suitable for 
navigational purposes during the different approach types. 

IV. REFERENCE DATA 

A. Meteorological data 

In order to assess model performance, a reference data set 
of tropospheric delays was needed. Four European Centre for 
Medium-Range Weather Forecasts (ECMWF) ERA-Interim 
solutions per day were used to calculate this data set with ray-
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tracing the various atmospheric layers. Relative humidity, 
temperature and geopotential values estimated on 37 pressure 
levels (from 1000 hPa to 1 hPa) with a resolution of 1° x 1° 
were collected for the years 2000-2016 for this study. Besides 
ECMWF ERA-Interim solutions International Standard At-
mosphere (ISA) [6] values were used to expand the atmos-
pheric profiles up to the height of 86 km. 

B. Computation of reference tropospheric delays 

The ray-tracing method supposes specific layers of the at-
mosphere, where the path of a beam is traced. The beam start-
ing at a certain elevation angle continuously refracts at differ-
ent layers and changes direction [7]. The tropospheric delay 
can be calculated by multiplying the length of the refracted 
beam with the refractivity in the given layer. 

 

Fig. 1. The principle of the ray tracing showed with a beam starting at the 

surface of a sphere (modelling the Earth) and refracting at each layer of 
the atmosphere with different refractivity 

To obtain optimal results, the resolution of the meteorolog-
ical data needs to be increased. The interpolation is done line-
arly for the temperature and exponentially for the air pressure 
and water vapour pressure. Then the hydrostatic and the wet 
refractivity can be calculated for each layer as well as the dis-
tance travelled in the layer. The hydrostatic and wet delays are 
defined: 

 

𝑑𝑠ℎ,𝑤 = ∑ 𝑠𝑖 ∙ 𝑁ℎ,𝑤,𝑖

𝑘−1

𝑖=1

 , (9) 

where 𝑠𝑖 is the length of the refracted beam [m] and 𝑁ℎ,𝑤,𝑖 is 

the hydrostatic and wet refractions [-] in the 𝑖-th layer.  

V. METHODOLOGY 

A. Principles 

The general integrity requirements of radio navigational 
aids used in civil aviation is formulated in [8]. According to 
this document, the integrity of GNSS positioning service must 
be evaluated at the extremely rare probability level of 2×10-7 

in any approach. Assuming the duration of an average ap-
proach of 150 seconds and no concurrent approaches in the 
same time, the recurrence interval of an integrity event would 
be 25 years.  

Since only a limited number of observation samples are 
available to assess the performance of the tropospheric delay 
models, one must use a probabilistic approach for such a 
study. It would be straightforward to fit a normal distribution 
to the residuals of the estimated tropospheric delays, and ex-
trapolate it to the tails of the distribution. However, the prob-
ability plot of the residuals (Fig. 2) clearly indicates that the 
tails of the residuals significantly deviate from the normal dis-
tribution. Thus, the extreme value theory must be applied for 
this problem. 

 
Fig. 2. Normal probability plot of the hydrostatic tropospheric delay 

model residuals for the latitude band N40°-N50° 

B. Principles of Extreme value theory 

The Fisher-Tippett theorem states that the maximum of a 
sample of independent and identically distributed probability 
variables after proper renormalization can converge to one of 
the three possible distributions, the Gumbel, the Fréchet or the 
Weibull distribution. 

The three distribution functions are the following: 

 
𝐻(𝑥) = {

0
exp{−𝑥−𝛼}   

if
if

  𝑥 ≤ 0
  𝑥 > 0

 , (10) 

for the Fréchet, 

 
𝐻(𝑥) = {

exp{−(−𝑥)−𝛼}
1  

  
if
if

  𝑥 < 0
   𝑥 ≥ 0

 , (11) 

for the Weibull, and 

 𝐻(𝑥) = exp{−exp{−x}}     𝑥 ∈ 𝑅 , (12) 

for the Gumbel distribution. 

The general extreme value (GEV) theory [9] combines the 
previous three distributions to the general extreme value dis-
tribution. The distribution function is: 
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𝐻(𝑥) = {

exp{−{1 − 𝑘(𝑥 − 𝜉) 𝛼⁄ }1 𝑘⁄ }

exp{− exp{−(𝑥 − 𝜉 𝛼⁄ )}}
 
if
if

   𝑘 ≠ 0
   𝑘 = 0

 (13) 

with 𝑥 bounded by 𝜉 + 𝛼 𝑘⁄  from above if 𝑘 > 0 and from 
below if 𝑘 < 0. Here 𝜉 and 𝛼 are the location and scale param-
eters, while 𝑘 is the shape parameter. The shape parameter de-
termines which original extreme value is represented by the 
GEV distribution:  

- for 𝑘 > 0 the Fréchet distribution (heavy tailed) 

- for 𝑘 = 0 the Gumbel distribution (light tailed) 

- for 𝑘 < 0 the short tailed negative Weibull distribu-

tion  

is described by the GEV distribution. 

C. Estimation of extreme tropospheric error using GEV 

theory 

To study the performance of tropospheric delay models un-
der extreme conditions, firstly, the tropospheric model error 
must be calculated. To achieve this, the hydrostatic and wet 
tropospheric delays were computed using the RTCA-MOPS 
troposphere model based on surface meteorological parame-
ters obtained from the numerical weather models. Since nu-
merical weather model data are given in constant pressure lev-
els instead of elevation levels, therefore an interpolation or ex-
trapolation of the air pressure, water vapour pressure and the 
ambient temperature was needed to calculate the parameters 
on the ground. 

Afterwards these tropospheric delays were subtracted from 
the reference values calculated with ray-tracing the entire at-
mosphere. These residuals were calculated in 18, equally sized 
latitude bands for the whole globe. Fig. 3. shows the time se-
ries of the hydrostatic delay residuals for all the grid points in 
the latitude band between N41 to N50 latitudes. The figure 
shows, that both the spread of the daily residuals have a sig-
nificant seasonal variation. To derive an appropriate model for 
the integrity assessment, this seasonal variation must be re-
moved from the residuals and later restored in the derived 
model to be able to represent the seasonal behavior  

 
Fig. 3. Time series of the residuals of the hydrostatic delays with w.r.t. 

the raytraced reference values 

of the tropospheric model performance. Basically, this is 
equivalent with the normalization of the time series of the re-
siduals. Thus, the daily standard deviation of the residuals was 
calculated and a periodic function was fit to these mean and 
standard deviation values considering both the annual and the 
semi-annual components of the seasonal variations (Fig. 4). 

The model function for the daily standard deviation values: 

 
𝜎(𝐷𝑂𝑌) = 𝜎 + 𝐴1 cos (

𝐷𝑂𝑌 − 𝐷𝑂𝑌0

365.25
2𝜋) + 

+𝐴2 sin (
𝐷𝑂𝑌 − 𝐷𝑂𝑌0

365.25
2𝜋) + 

+𝐴3 sin (
𝐷𝑂𝑌 − 𝐷𝑂𝑌0

365.25
4𝜋) + 

+𝐴4 sin (
𝐷𝑂𝑌 − 𝐷𝑂𝑌0

365.25
4𝜋) , 

(14) 

where the unknown parameters are: 𝜎 is the mean value of the 
daily mean residuals for the total time series, 𝐷𝑂𝑌0  is the day 
of the annual minimum of the standard deviation of the daily 
residuals (the phase), while 𝐴1 and 𝐴2 are the amplitudes of 
annual, and 𝐴3 and 𝐴4 of the semi-annual terms of the sea-
sonal variation.  

 

Fig. 4. The seasonal variation of the daily standard deviations of the re-

siduals and the fitted model  

 

Fig. 5. The seasonal variation of the daily mean values of the residuals 

and the fitted model  

Afterwards, the residuals (𝛿) were normalized using a zero-
mean assumption with the following equation: 

 
𝛿𝑛 =

𝛿

𝜎(𝐷𝑂𝑌)
 . (15) 

In the next step, the normalized residuals were used for ex-
treme value analysis. Since the samples covered 17 years of 
data, 17 annual extremes (maximum and minimum values) 
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were identified and selected for the extreme value analysis. 
The GEV distribution was fit to these extremes using the 
MATLAB software [8], and finally the extreme value repre-
senting the recurrence time of 25 years was estimated using 
the fitted distribution for both the maximal (positive) and min-
imal (negative) extremes. From these two values, the one with 
the larger absolute value was chosen as the maximal expected 
error of the normalized residuals (Δ𝑛, max).  

Since the RTCA-MOPS proposes a calculation of the pro-
tection levels based on the standard deviation of parameters 
defined as normally distributed probabilistic variables, the 
previously estimated extreme values had to be converted to 
the standard deviation of normally distributed probabilistic 
variables. Thus: 

 
𝜎𝑛, max =

Δ𝑛, max

𝐾
 (16) 

where 𝐾 is the value of the probability density function of the 
standard normal distribution at the probability level (meaning 
the probability of non-exceedance) of 1-10-7. 

To estimate the seasonal variations of the troposphere 
model errors the following overbounding model is formulated 
for each latitude band: 

 
𝜎max(𝐷𝑂𝑌, 𝑏𝑎𝑛𝑑) =

Δ0

𝐾
+ 𝜎(𝐷𝑂𝑌) ∙ 𝜎𝑛, max , (17) 

where Δ0is an offset parameter, that is necessary for achiev-
ing the overbounding of model error. This offset parameter is 
calculated by fitting another extreme value distribution func-
tion to the annual extremes of the daily mean values (Fig. 5). 

VI. RESULTS 

The overbounding models of the troposphere model error 
were calculated for all the 18 latitude bands of the global grid 
for both the hydrostatic and the wet component of the tropo-
spheric delay models (TABLE I. and TABLE II.). The results 
can be seen on Fig. 6 for the northern hemisphere for both 
components  

The figures indicate that the 𝜎max values of the hydrostatic 
and wet components are in all scenarios better than ±6 and ±10 
centimeters, respectively. Since the total delay can be compu-
ted as the sum of the two components, the maximum standard 
deviation of the total tropospheric delay error can be compu-
ted using the law of error propagation: 

 
𝜎𝑇𝐷, max = √𝜎𝐻𝐷, max

2 + 𝜎𝑊𝐷, max
2 ≅ 0.12 m (18) 

where 𝜎𝐻𝐷, max and 𝜎𝑊𝐷, max are the maximum standard devi-
ation for the hydrostatic and wet delay in the zenith direction, 
respectively. This value perfectly agrees with the recommen-
dations of the RTCA-MOPS. However, Fig. 6. shows that this 
value is too conservative for large regions of the world.

The maximum tropospheric error, i.e. the integrity model for 
the tropospheric delays, can be estimated by reformatting Eq. 
(17): 

 Δmax(𝐷𝑂𝑌, 𝑏𝑎𝑛𝑑) = Δ0 + 𝜎(𝐷𝑂𝑌) ∙ 𝐾 ∙ 𝜎𝑛, max . (19) 

TABLE I. 
INTEGRITY MODEL PARAMETERS FOR THE HYDROSTATIC DELAY 

Model parameters 

Band 
𝚫𝟎 

[mm] 

�̅� 
[mm] 

𝑨𝟏 
[mm] 

𝑨𝟐 
[mm] 

𝑨𝟑 
[mm] 

𝑨𝟒 
[mm] 

𝑫𝑶𝒀𝟎 

[day] 
𝝈𝒏, max 

Northern hemisphere 

90 – 81 87.8 14.1 2.8 0.4 -0.2 0.2 2 2.0 

80 – 71 51.0 21.6 6.0 1.6 -0.1 0.4 0 1.3 

70 – 61 43.2 22.9 8.4 1.5 0.1 0.0 0 1.3 

60 – 51 29.7 24.3 10.0 1.8 0.5 0.1 1 1.5 

50 – 41 26.6 20.9 7.0 2.5 2.0 0.7 0 1.7 

40 – 31 20.7 15.6 1.3 1.8 2.3 1.1 0 2.1 

30 – 21 15.2 11.6 -3.6 0.4 1.5 1.0 3 2.7 

20 – 11 16.0 7.1 -2.1 0.1 0.6 0.4 8 3.9 

10 – 0 17.5 4.6 -0.2 -0.1 0.4 0.2 1 3.3 

Southern hemisphere 

1 – 10 17.3 5.0 -0.2 -0.5 0.4 0.2 3 2.6 

11 – 20 15.3 6.7 0.8 -0.3 0.5 0.4 2 3.6 

21 – 30 10.6 10.2 0.3 -0.9 0.7 0.5 2 2.3 

31 – 40 21.1 16.4 -2.8 -1.6 0.5 0.1 0 2.0 

41 – 50 41.8 25.1 -3.4 -1.5 0.0 0.0 0 1.4 

51 – 60 73.9 31.3 -3.4 -1.3 -0.9 0.4 2 1.3 

61 – 70 101.1 26.6 -5.2 -2.1 -1.0 0.5 0 1.8 

71 – 80 97.1 23.0 -8.6 -5.4 -0.3 -0.4 1 2.8 

81 – 90 92.4 13.2 -5.4 -3.3 -0.3 0.0 1 4.0 

TABLE II. 
INTEGRITY MODEL PARAMETERS FOR THE WET DELAY 

Model parameters 

Band 
𝚫𝟎 

[mm] 

�̅� 
[mm] 

𝑨𝟏 
[mm] 

𝑨𝟐 
[mm] 

𝑨𝟑 
[mm] 

𝑨𝟒 
[mm] 

𝑫𝑶𝒀𝟎 

[day] 
𝝈𝒏, max 

Northern hemisphere 

90 – 81 70.4 8.5 -3.8 -2.7 0.8 1.5 6 2.9 

80 – 71 54.6 15.5 -5.6 -3.5 1.1 1.5 1 1.9 

70 – 61 55.7 22.3 -6.7 -3.9 1.8 1.5 2 1.6 

60 – 51 59.8 29.0 -6.0 -4.5 1.8 1.4 3 1.2 

50 – 41 60.2 37.3 -6.1 -5.8 0.8 1.2 1 1.1 

40 – 31 72.5 47.7 -10.7 -6.7 2.1 1.1 2 1.0 

30 – 21 89.9 59.7 -13.6 -5.1 2.8 0.0 0 0.8 

20 – 11 117.6 57.0 -1.2 -1.4 1.3 -5.4 0 1.0 

10 – 0 58.6 46.8 6.7 1.6 1.1 2.9 1 0.9 

Southern hemisphere 

1 – 10 74.6 55.3 2.4 -6.5 3.4 -2.0 2 0.7 

11 – 20 120.1 61.0 9.0 2.2 2.0 -1.3 1 0.9 

21 – 30 100.8 53.6 9.5 3.9 1.3 1.0 0 0.8 

31 – 40 111.3 42.6 7.0 5.1 0.1 1.1 2 0.9 

41 – 50 97.1 34.1 4.6 4.5 -0.2 0.7 0 1.1 

51 – 60 94.6 25.1 2.3 3.0 -0.5 0.5 1 1.1 

61 – 70 86.4 17.2 1.0 1.5 -0.4 0.2 2 1.3 

71 – 80 60.8 13.9 6.6 4.4 -0.8 -0.2 1 2.5 

81 – 90 48.2 9.2 5.9 3.8 -0.7 -0.5 3 5.1 

 

 

AIS 2017 • 12th International Symposium on Applied Informatics and Related Areas • November 9, 2017 • Székesfehérvár, Hungary

- 98 -



 

 

Fig. 6. The seasonal variation of the 𝜎max in the latitude bands on the 
northern hemisphere 

Fig. 7 depicts the unnormalized hydrostatic and wet residu-
als and the derived integrity model for the latitude band be-
tween N40° and N50° latitudes. It can be clearly seen that the 
derived model truly overbounds the tropospheric delay error 
and it is significantly less conservative than the original 
RTCA model. Moreover, the derived model takes into consid-
eration the seasonal variations of the tropospheric delays 
caused by the climate.  

VII. CONCLUSION 

The results of our study confirmed that the RTCA MOPS 
recommendation of 0.12m for modelling the maximal tropo-
spheric delay error in the zenith direction is appropriate, but it 
can also be stated that it is too conservative for a large part of 
the globe.  

In this paper, a less conservative, nevertheless reliable 
model was derived for the globe, which provides the users a 
more realistic limit for the maximal error of the tropospheric 
models. This leads to smaller level of the expected error, thus 
a smaller protection level for the assessment of the integrity of 
the system, which increases the availability of the satellite po-
sitioning services for safety-of-life users. 
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Abstract— Introduction. According to literature data, 

informant agreement might have major importance in the 

interpretation of different psychological states. In the present 

paper, a model of informant agreement was established on 

callous unemotional traits in non-clinical adolescents.  

Methods. The Inventory of Callous-Unemotional Traits (ICU) 

was assessed in 279 primary and secondary school 

adolescents (age range: 11-16 years; 14.2±1.5, mean±SD; 

girls: 132) after informed consent. Additional to 

socioeconomic measures, both the self-report and parent 

versions of the ICU was assessed. The study was part of the 

data collection series about externalization problems in 

adolescents, in a collaboration between University of 

Debrecen and Vadaskert Child Psychiatry Hospital.   

Results. The Cronbach α of the Hungarian ICU self-report 

was similar to what has been observed in the parent report 

(0.768 vs. 0.818), and the internal structure was similar to 

what has been described earlier in other national reports. In 

spite of the similarities, latent differences between the 

structure of the two report types made the direct comparison 

of the three factors (callous, uncaring, unemotional) from two 

sources somewhat vulnerable. Neither the age, nor 

socioeconomic background was associated with the self-

report scores, but a major gender effect was observed (girls 

scored less, p<0.001). Overall parent-report scores were 

significantly higher compared to self-report scores, 

irrespective to gender (p<0.001).  

Conclusions. Results of Hungarian Inventory of Callous-

Unemotional Traits analyses were almost identical with the 

results of foreign ICU analyses. Our data suggest that 

informant agreement in that particular case should focus on 

overall scores. 

 

 

Keywords: Adolescent, Callous, Informant agreement, 

Inventory of Callous-Unemotional Traits, Uncaring, 

Unemotional. 

 

 

 

 

I. INTRODUCTION 

 

A. Informant agreement and Callous/Unemotional Traits 

in adolescents 

 

According to literature data, informant agreement might 

have major importance on the evaluation and further 

clinical treatment of patients [1,2]. This effect have 

marked consequences in the evaluation of mental health 

condition in the case of children and adolescents. In recent 

years, multiple informant sources (parent, teacher and self-

report) were used to evaluate further treatment strategies 

in children and adolescents with clinical needs. E.g., the 

widely used Strengths and Difficulties Questionnaire 

served as a model for determining internalizing and 

externalizing symptoms both is clinical and non-clinical 

samples, but at present the usage of both the self-report and 

parent report versions seems indispensable. While parent 

scores were consistently higher in externalizing (conduct 

and hyperactivity scales) domains, higher emotional and 

peer problems scores were observed in the self-report 

versions; moreover, the clinical features were also 

differentially correlated [3,4].  

A specific case also might be observed in informant 

agreement, where a consistent bias from both types of 

informants can be observed. Albeit the description of 

psychopathic traits has a long research line, the description 

of callous-unemotional traits in its present format was 

described by Frick and coworkers in recent years [5]. 

Literature data described a major importance of callous-

unemotional traits in children and adolescents with 

conduct disorder, and the presence of trait has a marked 

effect in later antisocial development. Callous-

unemotional traits are characterized by lack of remorse and 

guilt, shallow or superficial expression of emotions, a lack 

of concern for the feelings of others, and a lack of concern 

regarding performance in important activities [6,7]. Thus, 

additional to the behavioral pattern, marked alterations of 

the affective and cognitive domains can be observed in 

affected children and adolescents. The importance of the 
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trait was also outlined with the inclusion of callous-

unemotional traits as specifier for conduct disorder into the 

DSM-5 (the current American diagnostic system) [8,9]. 

The presence of the Callous-unemotional traits has a 

robust impact on the relations of the adolescents. The 

consequences of the behavior of youth with conduct 

disorder and callous unemotional traits might cause 

behavioral and affective changes within the responder 

(parent, teacher, peers), and the problematic interpretation 

of the feedback signals (from parents, teachers and peers) 

create a specific double bias for the clinician [10]. In 

clinical terms, the value of informant agreement is mainly 

the proper outline of children and adolescents with clinical 

needs. Interestingly, in contrast with the previously 

mentioned Strengths and Difficulties Questionnaire, to our 

best knowledge, no comparable general cut off points were 

outlined within the Inventory of Callous-Unemotional 

Traits, in relation with informant agreement. 

  

 

B. Aims 

 

The aim of the present study was to delineate a model for 

informant agreement on callous-unemotional traits in non-

clinical adolescents. Both parent and self-report 

information were assessed in children and adolescents with 

low-average risk for later antisocial behavior. Both 

responder and gender effects were expected.  

 

 

II. METHODS 

 

The study was approved by the Unified Psychological 

Ethical Committee (EPKEB). The sample consisted 279 

(girls: 132, boys: 147) Caucasian non-clinical primary and 

secondary school students between the age of 11 and 16 

years (14.2 ± 1.5 years, mean ± SD). The directors of the 

schools (primary and secondary schools from the County 

Borsod-Abauj-Zemplen were informed about the details of 

the study, then the parents were informed during the 

regular parent-teacher meetings. After informed consent of 

the students and the parents (98% of the parents agreed 

with the participation), socioeconomic data and the 

Hungarian version of the Inventory of Callous-

Unemotional Traits (ICU) were assessed. 

 

Both the self-report and parent report version of the 

questionnaire were used. The questionnaire contains 24 

items, each of them can be evaluated by a Likert scale from 

0 to 3 (0=”not at all true”; 3=”definitely true”). Across 

different languages and samples, the best fitting structure 

contains a general callous-unemotional core, and three 

factors (callousness, e.g.: “The feelings of others are 

unimportant to me”; unemotional, e.g.: “I hide my feelings 

from others”; uncaring, e.g.: “I try not to hurt the feelings 

of others” (inverted/reversed score item)). Altogether, the 

ICU contains 12 items with reversed scoring, and the 

original inventory was validated in several context [11-

14]. The first preliminary data of the Hungarian ICU 

parent report was published in relation with subscales of 

the Strengths and Difficulties Questionnaire in non-

clinical adolescents, where a positive correlation pattern 

between parent reported callous-unemotional traits and 

behavioral problems were described [15]. In another study 

involving Hungarian non-clinical children and 

adolescents, ICU self-report scores were positively 

correlated with self-reported proactive aggression in 

Hungarian non-clinical adolescents [16]. 

 

Statistical analysis. Statistica 7.0 and SPSS 20.0 

program packages were used to analyze datasets. 

Cronbach α values were evaluated for both self-report and 

parent report versions to determine the internal 

consistency. For the exploratory factor analysis, principal 

component analysis was used with varimax rotation, with 

eigenvalue=1.6. Maximum number of factors was set at 

n=5. General Linear Model was used to assess gender and 

type of responder differences. Where necessary, Newman-

Keuls post hoc comparisons were also run. Spearman 

correlations were used to describe correlation pattern 

between self-report and parent report ICU versions. The 

level of significance was set at p=0.05. 

 

 

III. RESULTS 

 

The internal consistency was high in both self-report and 

parent report questionnaires, albeit the parent version had 

somewhat higher Cronbach α values (Table 1). 

Within the Inventory of Callous-Unemotional Traits, 

both gender and type of responder differences were present 

(gender: F(1,277)=35.467, p<0.001; type: F(1,277)=7.819, 

p<0.01), but the interaction between gender and type was 

not significant. The 90 percent values (indication for 

clinical condition) were also determined, according to 

gender and responder type (Table2). The effect of age and 

socioeconomic background was not significant. 

The factor structure of the self-report and parent report 

ICU was similar, and three factors were delineated. Five 

items from the 24 items (Item 8, Item 10, Item 12, Item 21 

and Item 24) had different subgroup position (Table 3 and 

Table 4). The exclusion of these factors did not 

significantly change factor weights. 

 

The histograms of overall scores in gender split for self-

report (Fig. 1), parent report (Fig. 2) and the comparison 

histogram for overall scores were also presented (Fig. 3). 

 

Spearman correlations were also run between self-report 

and parent report overall scores. The correlation was 

higher in boys (Spearman R=0.47, p<0.0001) compared to 

girls (Spearman R=0.34, p<0.0001); and a positive 

correlation was also present in the whole population 

studied (Spearman R=0.47, p<0.0001). Neither the age, 

nor socioeconomic background was correlated 

significantly with the overall ICU scores. 
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IV. DISCUSSION 

 

The main results of the present study were the 

followings. First, in the present non-clinical population, 

similar factor structure of self-report and parent report ICU 

were observed. Second, parent report scores were 

significantly higher compared to self-report scores, and the 

scores of boys were significantly higher compared to girls, 

irrespective to the type of responder. 

Callous-unemotional traits have major importance in the 

development of children with conduct disorder. Conduct 

disorder is not only more frequent in boys, but criminal 

involvement of boys with conduct disorder is also more 

prevalent [17-18]. Previous reports suggested a gender 

bias in incarcerated subjects, and a gender bias was also 

present in our study. Interestingly, the gender bias was 

observed in both the self-report and parent report results 

[10,12,14]. Most importantly, a more prominent 

correlation between the self-report and parent report scores 

were observed in boys. 

Adolescents with conduct disorder and callous-

unemotional traits are particularly vulnerable to later 

antisocial personality disorder. Unfortunately, no “A” 

treatment evidence is present in the case of antisocial 

personality disorder, thus the prevention of the condition 

has substantial importance [18]. Intervention based 

strategies in childhood and adolescence have major 

importance, and outline the relevance studying informant 

agreement in this particular condition. 

The present non-clinical population can be considered as 

low-average risk study group in relation to antisocial 

development and considerably higher scores of callous-

unemotional traits were described in incarcerated subjects 

or in a clinical population of adolescents with externalizing 

problems (e.g., compared to [12,14]). The present data 

were in line with the data of adolescents in low-average 

risk study groups [11]. 

The limitations of the study were the followings. First, 

the present study included only cross-sectional data, and 

the age-effect of informant agreement within the sample 

could have been analyzed by longitudinal data collection. 

Second, the lack of detailed analysis of symptoms and 

conditions via structured diagnostic interview excluded the 

possibility to connect informant agreement to specific 

latent or subthreshold alterations. To our best knowledge, 

subthreshold psychopathologies were not assessed so far 

in relation with callous-unemotional traits, not even in 

cross-sectional settings. Third, the present study addressed 

adolescents with low-average risk, and a direct comparison 

with incarcerated or clinical subjects could deliver 

important additional data. In future studies, these issues 

also should be addressed. 

 

 

V. SUMMARY 

 

In the present paper, the informant agreement on the 

self-report and parent report versions of the Hungarian 

ICU were assessed. The informant agreement have a major 

role in this particular question, as agreement might be 

vulnerable from both sides: while the parents might serve 

as targets, the adolescents might have only a partial 

knowledge and insight of their own behavior. This 

behavioral pattern has crucial importance of later 

antisocial development, and the “double vulnerability” 

(parent bias and adolescent bias) might have crucial 

importance in our understanding and the wise 

interpretation of the symptoms. 
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Abstract—This year Obuda University have been started a
course for the students to teach calculus with the aid of computer.
As of many students learn programming in Python on an other
course there is two group of students who use Python for learning
calculus and three groups of students who use MATLAB for it. In
this article I summarize the advantages and disadvantages of the
symbolic mathematical module of both programming language.

I. INTRODUCTION

In the new curriculum of Obuda University there is a course
unit named Mathematics I. that is common for most of the BSc
students of the university. In that curriculum there is lessons
(2 hours/week), practical course (2 hours/week) and there is a
laboratory practice (1 hours/week in average). This laboratory
practice lasts two hours in every second weeks or – for other
groups – three hours in every third weeks.

Those students who learns Mathematics I. at the Alba Regia
Tehchnical Faculty of the Obuda University learns Python[1],
[2] as the first programming languages too in an other course.

There are many differences between the Python and MAT-
LAB languages, so the students can be confused. Just to
mention some differences: MATLAB has a 1-based indexing
while Python 0-based, Python uses square brackets for index-
ing, MATLAB the round brackets; Python uses the return
keyword for the return values of a function while MATLAB
has a radically different method; Python uses the operator **
to calculate the power, while MATLAB uses the ^ operator.

These and the many other differences can be confusing for
the students who have not written any program code before.
In this article I will discuss how easy they are to install at
home and to learn.

It is worth to mention that using Python in the curriculum
of the Obuda University is not new. There were a successful
experiment on the Obuda University in teaching combinatorics
using Python.[3]

II. INSTALLATION

A. MATLAB and Symbolic math toolbox

If one want to use MATLAB. They need to buy MATLAB,
or to have an e-mail address that belongs to the domain of
the university that has a MATLAB licence for its students.
In our university there is a separate process to get an e-mail
address that ends with uni-obuda.hu. If someone wants to get
a Microsoft Office 365 as students, he or she also need an
e-mail like that. The student can get the e-mail address at
the MS Office homepage of the University. This is not well
documented on the webpage of the university, were there is

a documentation about the installation. This is a quite good
documentation except that.

If someone have the proper e-mail address he or she must
register on the webpage of Mathworks, the developer of
MATLAB and the software can be downloaded or used online
in a web browser. For teaching calculus we need the Symbolic
math toolbox[4] which is quite simple to install.

B. Python and sympy package

If you want to use python, you can use more Python
distributions and Integrated Development Environments (IDE).
In this article I will focus on installation on Windows. On
Linux it is easier to install Python, but most of the students
use Windows.

I installed most distributions of Python on Windows re-
cently. The most robust combination was the one can be
downloaded from the python.org with the PyCharm IDE to
ease the usage. This Python distribution includes a simple
IDE called IDLE. This includes an Interactive shell, like the
Command Window in MATLAB, and one can edit Python
files with it. It can fulfill the needs of the course. Without
PyCharm you need the command line to install the sympy
package, but it is not too difficult to do and a normal user
without administrator privilege can do it. I created and shared
a video to help the students to do it at home.

I think that PyCharm Professional is the most advanced
IDE for Python right now. It can be reached for the students
of universities without any fee for one years. For this one
needs to have an e-mail address belonging to the domain of
the university. The Professional version helps the advanced
usage of Python, like web development (django, flask). But
the most important features is available in the Community and
Edu version of PyCharm. These versions are free for anyone
and allows to install packages easily.

I have tried two other distributions on Windows: Anaconda
and Enthought Python. The main goal of these packages is
to help data analysis and big data applications. Both of them
comes with a lot of packages by default including sympy. The
installation of these distributions have difficulties on systems
where there is a space or accentuated letter (á) in the path
name. On one of my computers I had a user name with space
and accent, and I have not managed to install that Python
distributions there.

The screen shots were made by the IPython 6.1.0 interactive
shell in Linux with Python 3.5.2 and SymPy 1.1.1. This is like
the one can be found in the Anaconda Python distribution.
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C. Sympy live

There is an online way to run sympy. In the live.sympy.org
website we can do basic calculation with sympy. The mathe-
matical expression are rendered with LATEXso they looks like
in a math book. However there is no possibility to run more
complex code like cycles and function definition.

III. CREATING SYMBOLS

A. Symbolic math toolbox

Creating the real symbols x, y and t with the Symbolic math
toolbox is as easy as:

syms x y t

We can add some assumptions for some special tasks:

syms a positive
syms l n integer

but we did not used this feature in the course.

B. SymPy package

When we use SymPy package we need to import its
functions and the variables we need. If we want to render
the expressions in a nice looking way (in the environment
that support LaTeX or UTF-8) we can initialize the printing
of expressions too:

from sympy import *
from sympy.abc import x, y, theta
init_printing()

IV. EXPANDING, SIMPLIFYING EXPRESSIONS, SUBSTITUTE
VALUES, LIMES OF THE FUNCTIONS

Both of the too examined tools (the Symbolic math toolbox
and SymPy) has the same function (or method) names, but its
usages is sometimes different. Both has the names expand,
simplify and subs, limit. They have usually almost the
same syntax. The main difference is that the is a method of
an expression instance in Python as we can see in the example
below.

They have some constants like pi and we can get the
numerical values of expressions if we substituted all of the
variables with a given value. If we want to give expressions
the most important difference is that we use different operator
for the power.

In the limit function we can use ± inf as the value the
variable goes to, but we have different sign for it. In MATLAB
we use Inf, in sympy oo (two small O letters). If the right
and left limit is different, MATLAB gives NaN value for the
“simple” limit function. In that case Python uses right limit
as default.

The examples for simplifying function and limit calculation
can be found in the Figures 1 and 2, examples for expansion
and substitution can be found in the Figures 3 and 4, for
MATLAB and Python.

Figure 1. Simplifying function and limits in MATLAB

Figure 2. Simplifying function and limits in Python
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Figure 3. Extension and substitution in MATLAB

Figure 4. Extension and substitution in Python

Figure 5. Derivative and integral of a function in sympy

Figure 6. Derivative and integral of a function in sympy

V. DIFFERENTIATION AND INTEGRATION

We can see the differentiation and integration of the 4
√
x3

on Figure 5. At the end we calculate the numerical value of
the definit integral.

In MATLAB we use the functions int and diff to get the
(definit or indefinit) integral or the derivative of the function
respectively.

More functions can be used in two form in sympy. As we
used limit earlier, and as a method of the expression, as we
used the subs. We can use integrate, diff and limit
as function and as a method. Usually the letter is the easier
to read, so we use it in such a way. Using as a method we
must not give the expression as parameter, so we have one
less parameter.

We can see the differentiation and integration of the 4
√
x3

on Figure 6. At the end we calculate the numerical value of
the definit integral using 26 significant digit.

VI. PLOTTING

Both sympy and MATLAB can plot function given by
symbolic values. MATLAB have the ezplot function , sympy
the plot function to plot the figures. Both of these functions
have the opportunity to control the parameters of the plot. A
plot made by MATLAB and SymPy can be seen in Figures 7
and 8 respectively.

VII. CONCLUSION

Both MATLAB and Python can perform symbolic calcu-
lation that needs in a basic calculus course. Both have its
advantages and disadvantages. MATLAB has one integrated
development environment to do the calculation, while Python
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Figure 7. Plot of the n
√
n made by sympy

Figure 8. Plot of the sin x
x made by MATLAB

has several with different advantages. To choose one of them
to teach calculus (or other part of mathematics) is can depend
on their needs in their later subjects. For example geographer
students can use Python for scripting QGIS or ArcGIS pro-
gram later and achieve geographical databases, so Python can
be a good choice to learn as first language.
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Abstract—The proliferation of geo-social network, such as 
Foursquare and Flickr, enables users to generate location 
information and its corresponding descriptive keywords. 
Spatial keyword queries are used to find objects in the geo-
social networks. Typical spatial keyword queries meet only a 
single user’s need at a time, which contain a single query 
location and a single set of query keywords. Collaborative 
Spatial Keyword Top-k Query (TKCSKQ) asks for top-k 
objects that are close to multiple query positions and theirs 
keywords have high relevancy with multi-group query 
keywords. To solve the problem that there are repeated and 
synonymous keywords in multi-group query keywords, a 
keywords similarity calculation formula based on the weight 
of query keywords weight is designed. And we propose 
SKNIR-tree to support near keywords matching, which is an 
extension of the IR-tree. Based on the SKNIR-tree, we 
propose a query processing algorithm that prunes search 
space through maintaining a priority queue and calculating 
the minimum spatial and textual similarity of each node with 
the query, to quickly identify the desired objects. Extensive 
experiments on real dataset validate the efficiency and the 
scalability of the proposed algorithm. 

Keywords: spatio-textual object, spatial keyword query, 
Top-k query, collaborative query 

Ⅰ.  INTRODUCTION 
With the wide application of the localization technology, 

geotagging is incorporated into the text data. For example, 
photo sharing sites (e.g., Flickr) have many photos which 
contain the location and text description. As another 
example, check-ins or reviews in location based social 
networks (such as Foursquare) contain both text 
description and locations of points of interest. Spatial 
keyword query processing technologies [1,2,3,4] are used 
to identify the desired spatio-textual objects efficiently, 
which have high relevancy with the query while taking into 
account both the spatial proximity and the text similarity. 

Typical spatial keyword queries meet only a single 
user’s need at a time, which take a single query location 
and a single set of keywords as input parameters, return the 
objects that theirs locations are near the query point and 
theirs keywords are highly similar to the query keywords. 
But in real life, users often draw up a plan collaboratively. 
The query in these applications is submitted by multiple 
users. For example, users who are in different companies 
dine together. Each user wants the restaurant to be near its 
own location and the restaurant’s description is similar to 
its own need. In this paper, we study how to find suitable 
top-k objects to meet multiple users’ needs. We formulate 
a new kind of query called collaborative spatial keyword 
top-k query (TKCSKQ), which aims to retrieve top-k 

objects for meeting multiple users’ needs. Compared with 
traditional spatial keyword queries, TKCSKQ faces the 
following challenges: 

(1)There are repeated and synonymous keywords in 
query keywords submitted by multiple users. Traditional 
spatial keyword queries take a single set of keywords 
submitted by a single user as parameter, and there are no 
duplicate keywords or near keywords in the query 
keywords. Theirs keywords similarity calculation method 
does not consider the weight of the query keywords. 

(2)There is mismatch problem because of the 
synonymous keywords. For example, in a collaborative 
query, two users propose a query keyword "open-air" and 
"outdoor" respectively. Clearly, they both want to query 
outdoor restaurant. For an object that contains "open-air" 
keyword, it will only match one query keyword while 
using traditional query processing technology. But in fact, 
it should match the two query keywords. 

(3)How can we process TKCSKQ efficiently? It is 
another great challenge for TKCSKQ to quickly find top-
k objects that are close to multiple query points and theirs 
keywords have high relevancy with query keywords. 

To solve the above problem, we proposes a 
collaborative spatial keyword top-k query processing 
technique, and the main contributions are as follows: 

(1)To solve the problem that multiple users submit the 
repeated or synonymous keywords, we design the 
keywords similarity calculation formula based on the 
weight of query keywords. 

(2)To process TKCSKQ efficiently and solve mismatch 
problem, we propose an efficient hybrid index structure 
called Synonymous Keywords Normalization IR-tree 
(SKNIR-tree), which normalizes all the keywords and uses 
NKI (Normalized Keyword Identification) to represent 
keyword, to maximize the users’ satisfactions. 

(3)Based on the SKNIR-tree, we propose an algorithm 
TKCSK (Top-K Collaborative Spatial Keyword 
processing method) that prunes search space through 
maintaining a priority queue and calculating the minimum 
spatial and textual similarity of each node with the query, 
to quickly identify the desired objects. 

In order to evaluate the performance of the SKNIR-tree 
and TKCSK algorithm, we conduct extensive experiments 
in two aspects of query time and IO. The results 
demonstrate that the proposed algorithm is efficient and 
scalable and exhibits superior performance over the brute 
force method. 

The rest of this paper is organized as follows. Section Ⅱ 
introduces the related work. We formally define the 
problem of collaborative spatial keyword top-k query in 
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Section Ⅲ. Section Ⅳ introduces the SKNIR-tree. Section 
Ⅴ introduces our algorithm for processing TKCSKQ. 
Section Ⅵ presents our experimental evaluation. We 
summarize our work and discuss future work in Section 
Ⅶ. 

Ⅱ.  RELATED WORK 
Typical spatial keyword queries meet only a single 

user’s need at a time [5,6,7,8]. They mainly construct the 
hybrid index and propose the corresponding algorithm to 
search desired objects [9,10,11]. The R*-IF [9] organizes 
location information with R tree, each leaf node is 
associated with an inverted file to organize text 
information. The algorithm finds the nearest neighbor 
according to the leaf nodes of R tree. And then in each leaf 
node, the objects are sorted according to the textual 
relevancy. IR-tree [2] associates an inverted file with each 
node of the R tree, and uses the priority queue to query 
objects with the maximum relevancy taking into account 
both the spatial proximity and keywords relevancy. BR-
tree [10] organizes text information through associating a 
bitmap with each node of R tree. The algorithm prunes 
search space according to whether the bitmap contains all 
query keywords. Then the objects are sorted according to 
the distance. Wu et al. [11] study the authentication of 
moving top-k spatial keyword queries using the MIR-tree, 
which modifies the IR-tree by embedding a series of 
digests in each node of the tree. The above queries are all 
submitted by a single user. On the contrary, we aim to 
solve the spatial keyword queries submitted by multiple 
users and find the desired objects to meet the needs of 
multiple users. 

The existing spatial keyword queries have some 
collaborative studies, ALI et al. [12] studies the k-BEST-
SUBGROUPS-NN query. The query is submitted by 
multiple users, and asks for results to meet any sub-groups’ 
demand. The algorithm proposes a data centric approach, 
gradually accesses the objects from centric, and identifies 
the best subset at each step. The main idea is to develop 
the best subset of the visited objects by moving the query 
point radially from the centroid, without enumerating all 
possible subsets. But this paper only considers the 
coordination of space, does not consider keywords. Zhang 
et al. [13] proposes TkCoS query taking into account both 
the spatial proximity and keywords relevancy, and designs 
the STR-tree which prunes search space by calculating the 
upper boundary and the lower boundary for each node set. 
TkCoS query is submitted by multiple users, and finds the 
top-k object sets to satisfy the users’ needs. The collective 
spatial keyword queries [14,15,16] are submitted by a 
single user, and find the top-k object sets. The keywords 
of each object set contain query keywords, the location of 
the object set is close to the query location. TKCSKQ is 
different from the above researches, the query helps 
multiple users in different locations to identify top-k 
objects collaboratively while taking into account the 
problem of the repeated and synonymous keywords. 

Ⅲ. PROBLEM STATEMENT 
Spatial textual object.  𝑜𝑜 =< 𝜌𝜌,φ > , where 𝜌𝜌  is the 

object’s location, φ is a set of keywords of the object. 
Collaborative Spatial Keyword Top-k Query. 𝑄𝑄 = {<

𝑞𝑞1.𝜌𝜌, 𝑞𝑞1.𝜑𝜑 >, … , < 𝑞𝑞𝑛𝑛. ρ, 𝑞𝑞𝑛𝑛.φ >}, where 𝑞𝑞𝑖𝑖 .𝜌𝜌  is the ith 
user’s query location, 𝑞𝑞𝑖𝑖 .𝜑𝜑  is the ith user’s query 
keywords. TKCSKQ asks for top-k objects that are close 
to multiple users’ locations and theirs texts are highly 
similar to the query keywords. 

In order to find the best top-k objects from the dataset, 
we propose a ranking function to measure how well an 
object satisfies TKCSKQ, as shown in Formula 1. The 
function takes into account both the spatial proximity and 
keywords relevancy. In Formula 1, 𝛼𝛼 ∈ [0,1] is the user 
preference on spatial proximity and keywords relevancy. 
The spatial proximity, denoted by 𝐷𝐷(𝑄𝑄, 𝑜𝑜), is obtained by 
the maximum distance between qi and object(shown in 
Formula 2). 𝑚𝑚𝑚𝑚𝑚𝑚𝐷𝐷 denotes the maximal distance between 
any two objects in dataset. It is used as a normalization 
factor. In Formula 3, 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑄𝑄.𝜑𝜑, 𝑜𝑜.𝜑𝜑)  is the keywords 
relevancy. Traditional spatial keyword queries are 
submitted by a single user, there are no repeated and 
synonymous keywords in query keywords. So their 
keywords similarity calculation formula does not consider 
the weight of a single query keyword. But for TKCSKQ, 
multiple users may submit the same keywords or 
synonyms keywords, thus query keywords need to be 
assigned different weights. We propose a keyword 
similarity calculation formula based on the weight of query 
keywords (shown in Formula 3). If 𝑡𝑡𝑖𝑖  represents the 
keyword that both appear in the query keywords and object 
keywords, 𝑤𝑤𝑖𝑖 is the weight of 𝑡𝑡𝑖𝑖, obtained by the number 
of times 𝑡𝑡𝑖𝑖 ’s NKI appears in the query keywords. The 
smaller the value calculated by Formula 1, the more 
satisfied the query condition. 

Finally, the goal of a TKCSKQ is to find top-k objects 
with the smallest 𝑆𝑆𝑠𝑠𝑠𝑠(Q, o). Our problem can be defined as 
Definition 1.  
𝑆𝑆𝑠𝑠𝑠𝑠(Q, o) = 𝛼𝛼 𝐷𝐷(𝑄𝑄,𝑜𝑜)

𝑚𝑚𝑚𝑚𝑚𝑚𝐷𝐷
+ (1 − 𝛼𝛼)(1 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑄𝑄.𝜑𝜑, 𝑜𝑜.𝜑𝜑)) (1) 

𝐷𝐷(𝑄𝑄, 𝑜𝑜) = (dist(𝑞𝑞𝑖𝑖 . ρ, o. ρ))1≤𝑖𝑖≤𝑛𝑛
𝑚𝑚𝑚𝑚𝑚𝑚                                   (2) 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑄𝑄.𝜑𝜑, 𝑜𝑜.𝜑𝜑) = 𝑤𝑤1+𝑤𝑤2+⋯+𝑤𝑤𝑖𝑖
𝑛𝑛𝑛𝑛𝑚𝑚(𝑄𝑄.𝜑𝜑)

                                    (3) 
Definition 1 (TkCSKQ Retrieval) Given a dataset and a 
TKCSKQ, find top-k objects ｛𝑜𝑜1, 𝑜𝑜2, … , 𝑜𝑜𝑠𝑠｝, such that 
there does not exist o′that satisfies o′ ∉ {𝑜𝑜1, 𝑜𝑜2, … , 𝑜𝑜𝑠𝑠} and 
𝑆𝑆𝑠𝑠𝑠𝑠(Q, o′) < 𝑆𝑆𝑠𝑠𝑠𝑠(Q, 𝑜𝑜𝑖𝑖) , 𝑜𝑜𝑖𝑖 ∈｛𝑜𝑜1, 𝑜𝑜2, … , 𝑜𝑜𝑠𝑠｝. 

Ⅳ. SKNIR-TREE 
Figure 1 is an example of eight spatial textual objects. 

The left shows the locations of the objects. And the right 
shows the keywords information, among them, keyword t2 
and t5 are semantically synonymous. 

To answer TKCSKQ efficiently, we introduce an 
efficient hybrid index structure called SKNIR-tree, which 
is an extension of IR-tree, as shown in figure 2. It can 
efficiently standardize the nonstandard keyword into the 
NKI, to ensure the accuracy and efficiency of the query. 

SKNIR-tree normalizes the keywords by maintaining a 
relational table (shown at the bottom left of Figure 2) and 
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identifies it with an integer number called NKI. The 
synonymous keywords will be translated into the same 
NKI. The application scenarios (e.g., multiple users who 
are in different corporates dine) TKCSKQ process involve 
the keywords such as fast food, open-air restaurants and 
other tabbed keywords, and the number of tabbed 
keywords is always fixed. Therefore, NKI can be 
determined in advance, and it is easier to correspond the 

 
Fig.1 Spatial textual objects 

 

 
Fig.2 SKNIR-tree 

normal keywords to the NKI. Although it is laborious, but 
only need to be done once. To speed up the query of 
keywords in the relational table, we use trie (shown at the 
left above of Figure 2) to organize nonstandard keywords. 
In the trie, we store an English letter in each node in 
addition to the root node, each keyword can be accessed 
through a unique path following its letter order. Each leaf 
node’s form in trie is (key, P), where key is a keyword, 
and P is a pointer to the keyword in the relational table. 
During the query process, we start from the root node in 
trie, then in the root node’s sub-nodes, hash technology is 
used to query the node location of the first letter of the 
keyword, until finding the last letter. The trie uses hash 
technology to store and query the location of the nodes, 
thus the query efficiency is high. 

We did a proper transformation based on IR-tree to fit 
TKCSKQ (shown at the right of Figure 2). In the inverted 
file, NKI replaces the original object keyword. Each leaf 
node contains entries of the form (op, o.r, IFp), where op 
is the pointer to the object o, o.r is the bounding rectangle 
of o, and IFp is the pointer to the inverted file. The inverted 
file contains two main components: first, all distinct NKIs 
appearing in the corresponding objects; second, posting 
lists for each NKI nki that is a sequence of identifiers of 
the objects whose NKIs contain nki. Each non leaf node 
contains entries of the form (nps, r, IFp), where nps is the 
pointer to the child nodes, r is the minimum bounding 
rectangle of all rectangles in entries of the child node, and 
IFp is the pointer to the inverted file. 

Figure 2 gives an example of SKNIR-tree for the objects 
in Figure 1. In the relational table, the nonstandard 
keywords are standardized into digital tags, and both t2 and 

t5 are normalized to 3 because they have the same meaning. 
The R tree is constructed according to the locations of the 
objects, and the NKI inverted files are constructed for each 
node. 

Here we describe the construction of the SKNIR-tree, as 
shown in the algorithm 1. The overall NKI is pre created, 
and then the keywords that appear in the dataset are 
identified with the corresponding NKI (line 1-5). Then 
insert the (keyword, NKI) into the relational table (line 7), 
and insert the nonstandard keywords and their address in 
the relational table into the trie (line 8). Finally, we call the 
algorithm Insert in IR-tree [2] to insert the object. It is 
worth noting that the insertion parameters of the SKNIR-
tree are the minimum bounding rectangle of the object and 
the NKIs (line 10). 

Algorithm 1：IndexBuilding(o) 
1. for each o 
2.   for each keyword t in o 
3.     identifying t with NKI 
4.   end for 
5. end for 
6. for each nonredundant t 
7.   insert (t,NKI) to a relational table 
8.   insert t to trie 
9. end for 
10. Insert(MBR,NKIs) 

Ⅴ.  PROCESSING TKCSKQ  
In this section, two Baseline algorithms are first 

proposed. Then, based on SKNIR-tree, an efficient 
algorithm for TKCSKQ processing is proposed. 

A. Baseline Algorithms 
Baseline 1 Unite Subquery (US). Traditional spatial 

keyword queries are submitted by a single user, and return 
the objects that theirs locations are near the query point and 
theirs texts are highly similar to the query keywords. 
TKCSKQ is submitted by multiple users, including 
multiple query locations and multi-group query keywords, 
and return the objects that theirs locations are near the 
multiple query points and theirs texts are highly similar to 
the multi-group query keywords. Intuitively, a brute force 
approach is to process each subquery qi in Q using 
traditional query processing technology independently, 
and merge all the results returned by the subqueries. 
Obviously, this approach will lead to high processing cost. 
First, the same node will be accessed repeatedly in 
different subqueries. Second, we need to keep the number 
of the result of each sub-query sufficiently large, to ensure 
the merged result contains the top-k. 

Baseline 2 First Space Then Text (FSTT). This 
algorithm uses Formula 3 and relational table to calculate 
the text relevancy of all objects based on the inverted file. 
The calculation result is denoted as TRank. Then through 
extending the method of searching neighbor objects [18], 
the algorithm incrementally finds neighbors that are 
closest to multiple users using R-tree, and maintains top-k 
result through calculating neighbors’ spatial textual 
relevancy based on Formula 1. The algorithm keeps track 
of the maximum text relevancy in TRank, denoted by 
MaxT that has not been calculating so far. For a newly 
calculated object in R-tree, if the combined score 
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computed from its location and MaxT exceeds kth result 
object, the Algorithm stops since it is guaranteed that all 
un-calculated objects will not have a lower score than the 
current kth result object. 

B. TKCSK Algorithm 
In this section, we propose the TKCSK algorithm to 

processing TKCSKQ. The algorithm maintains a priority 
queue that stores minimum spatial textual relevancy 
between Q and SKNIR-tree nodes. The relevancy 
calculation function is shown in Formula 4. min𝑆𝑆𝑠𝑠𝑠𝑠(Q, N) 
is the relevancy between Q and the node N. And the 
relevancies between Q and the objects in minimum 
bounding rectangle of node N are all greater than 
min𝑆𝑆𝑠𝑠𝑠𝑠(Q, N). We give the formal definition in Theorem 
1, and give the proof. The priority queue is arranged from 
small to large. The algorithm iterates over the elements 
from the head, and calculates the min𝑆𝑆𝑠𝑠𝑠𝑠(Q, N) of its child 
nodes, then inserts them into the queue. If we get an object 
from the head of the queue, then the object is the one of 
the top-k. Until we get the all top-k result, the algorithm 
stops. Other nodes and objects in the priority queue do not 
need to be accessed and calculated to achieve the purpose 
of fast pruning search space and improving query 
efficiency. 
min𝑆𝑆𝑠𝑠𝑠𝑠(Q, N) =  𝛼𝛼 𝐷𝐷(𝑄𝑄,𝑁𝑁)

𝑚𝑚𝑚𝑚𝑚𝑚𝐷𝐷
+ (1 − 𝛼𝛼)(1 −

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑄𝑄.𝜑𝜑,𝑁𝑁.𝜑𝜑))                                                                 (4) 
Theorem 1 Given a TKCSKQ Q and a node N of SKNIR-
tree, and the minimum bounding rectangle of the node N 
contains the objects os, then ∀o ∈ os (min𝑆𝑆𝑠𝑠𝑠𝑠(Q, N) ≤
 𝑆𝑆𝑠𝑠𝑠𝑠(Q, o)). 
Proof.  dist(𝑞𝑞𝑖𝑖 . ρ,𝑁𝑁) ≤ dist(𝑞𝑞𝑖𝑖 . ρ, o. ρ) , then 

(dist(𝑞𝑞𝑖𝑖 . ρ,𝑁𝑁))1≤𝑖𝑖≤𝑛𝑛
𝑚𝑚𝑖𝑖𝑛𝑛 ≤ (dist(𝑞𝑞𝑖𝑖 . ρ, o. ρ))1≤𝑖𝑖≤𝑛𝑛

𝑚𝑚𝑖𝑖𝑛𝑛 , 
𝐷𝐷(𝑄𝑄,𝑁𝑁) ≤ 𝐷𝐷(𝑄𝑄, 𝑜𝑜). And because the node N contains all 
the keywords of the objects os, 1 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑄𝑄.𝜑𝜑,𝑁𝑁.𝜑𝜑) ≤
1 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑄𝑄.𝜑𝜑, 𝑜𝑜.𝜑𝜑) . In summary, min𝑆𝑆𝑠𝑠𝑠𝑠(Q, N) ≤
𝑆𝑆𝑠𝑠𝑠𝑠(Q, o). 

The algorithm’s pseudocode is shown in Algorithm 2. 
First of all, we transform the query keywords from 
multiple users into NKIs, and sort NKIs (line 2-7). Then 
we calculate the number of time each NKI appears as the 
weight of the NKI (line 8). The algorithm maintains a 
priority queue U which is arranged from small to large 
according to 𝑆𝑆𝑠𝑠𝑠𝑠, and firstly the root node of the SKNIR-
tree is stored in U (line 9-10). If U is not empty and the 
number of result is less than k (line 11), the algorithm 
iteratively checks the first element E in U. If E is an object, 
it is returned as a top-k result. If E is a leaf node, we 
compute the 𝑆𝑆𝑠𝑠𝑠𝑠(Q, o) of E’s objects and push them into U. 
If E is a non leaf node, we compute the min𝑆𝑆𝑠𝑠𝑠𝑠(Q, N) of 
E’s child nodes and push them into U. (line 12-23). 

Algorithm 2：Search(index R, TKCSKQ Q) 
1. Result ← ∅ 
2. for each 𝑞𝑞𝑖𝑖 .φ 
3.   for each keyword t 
4.     Q.NKIs.add(t->NKI) 
5.   end for 
6. end for 
7. sort(Q.NKIs) 
8. Q.NKI.w ← count(Q.NKI) 
9. U ← EmptyPriorityQueue 

10. U.push(R.root,0) 
11. while U is not empty and Result.length<k 
12.   E ← U.pop() 
13.   if E is an object 
14.     result.add(E) 
15.   else if E is a leaf node 
16.     for each object o in the leaf node 
17.       U.push(o, 𝑆𝑆𝑠𝑠𝑠𝑠(Q, o)) 
18.     end for 
19.   else 
20.     for each node n in E 
21.       U.push(n, min𝑆𝑆𝑠𝑠𝑠𝑠(Q, N)) 
22.     end for 
23.   end if 
24. end while 

Ⅵ. EXPERIMENTS  

A. Experimental Setting 
The experiment is performed on ThinkPad T450, with 

the following configuration: CPU: Intel (R) Core (TM) i5-
5200U CPU @ 2.20GHZ, RAM: 6G, Hard disk: 500G, 
Operation System: Windows 10. All algorithms of the 
experiment are implemented in Java, and the integrated 
development environment is IntelliJ IDEA Community 
Edition 14.0.2. 

We use the yelp_academic_dataset_business dataset [17] 
provided by the Yelp web site in the experiments. It 
collects 85,901 restaurants from 11 cities in 4 countries. 
Each line in the dataset records a restaurant’s information 
which contains 31 items, such as merchant identification, 
address, latitude and longitude, classification etc. We use 
latitude and longitude as object location and use 
classification as object keywords. We also extend the 
dataset by the method of random sampling based on the 
original dataset. Because the keywords in the dataset do 
not have synonymous keywords, we randomly select 
multi-group 2-4 keywords as synonymous keywords. 

The existing technologies about spatial keyword query 
cannot deal with TKCSKQ. Thus we only compare our 
TKCSK algorithm with two Baseline algorithms proposed 
in the 5.1 section. We normalize the object keywords and 
then put it into memory in FSTT algorithm in advance. 

B. Performance Evaluation 
We compare TKCSK algorithm with two Baseline 

algorithms in two aspects of query efficiency and IO cost, 
and the IO cost is measured by the number of objects 
accessed. In the following, n is the number of users, k is 
the number of results, and α is the user's preferences on 
spatial proximity and keywords relevancy. 
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a) query time 

 
b) IO 

Fig.3 Effect of n 
(1) Effect of n 

Here, we fix k at 10, the number of query keywords 
for each user at 3 and 𝛼𝛼 at 0.5. Fig.3 shows the impact of 
different number of users on query time and IO cost. 
Because each subquery in the US algorithm will access 
the index once, and each subquery needs to maintain a 
result that is much larger than k to ensure the fusion result 
including top-k, so the query time and IO cost of US 
algorithm are much larger than that of TKCSK algorithm. 
In the FSTT algorithm, all the object NKIs are stored in 
memory, and the algorithm incrementally finds neighbors 
that are closest to multiple users using R-tree. The 
algorithm stops when the combined score computed from 
its location and MaxT exceeds kth result. So the number of 
object accessed is not much different from that of TKCSK 
algorithm as shown in Fig.3(b). However, as each iteration 
step of the algorithm needs to find the MaxT in TRank, 
though it may not be needed every step, but it also causes 
high cost, so the query time of FSTT algorithm is greater 
than that of TKCSK. In addition, the number of subqueries 
increases with the increase of n in US algorithm, so as 
shown in the figure, both the query time and the IO cost 
increase. The increase of n does not affect the pruning rate 
of TKCSK and FSTT algorithms, so as shown in the figure, 
with the increase of n, the query time and IO cost of 
TKCSK and FSTT algorithms are almost unchanged. 

 
a) query time 

 
b) IO 

Fig.4 Effect of k 
(2) Effect of k 

In this set of experiments, we evaluate the 
performance of the three algorithms with a varying k 
while fixing n at 3, the number of query keywords for 
each user at 3 and 𝛼𝛼 at 0.5. As shown in Fig.4(a) and 
Fig.4(b), the TKCSK algorithm has shorter query time 
and smaller IO cost than two Baseline algorithms for all 
values of k. With k increasing, as the number of results 
increases, the amount of pruning will decrease 
accordingly, so as shown in the figure, query time and IO 
cost increase. And since the US algorithm needs to 
maintain a larger value than k (experimental setting is 2 
times), its growth rate is greater than that of TKCSK 
algorithm and FSTT algorithm. 

 
a) query time 
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b) IO 

Fig.5 Effect of keywords 
(3) Effect of the number of query keywords 

Fig.5 shows the effect of the number of query 
keywords for each user on query time and IO cost when 
we fix k at 10, n at 3, and 𝛼𝛼 at 0.5. Specifically, TKCSK 
algorithm has shorter query time and smaller IO cost than 
two Baseline algorithms for all values of the number of 
keywords. As shown in figure, query time and IO cost 
remain unchanged with the number of query keywords 
increasing, because the number of keyword queries does 
not affect the pruning rate of the all algorithm. 

 
a) query time 

 
b) IO 

Fig.6 Effect of α 
(4) Effect of 𝛼𝛼 

Fig.6 shows the effect of 𝛼𝛼 on query time and IO cost 
when we fix k at 10, n at 3 and the number of query 
keywords for each user at 3. Specifically, TKCSK 
algorithm has shorter query time and smaller IO cost than 
two Baseline algorithms for all values of the 𝛼𝛼. Recall that 
α is used to adjust user’s preferences for spatial proximity 

and keywords relevancy. The greater 𝛼𝛼 value is, the more 
user cares about the location of results. The smaller alpha 
value is, the more user cares about the keywords relevancy 
of results. As shown in the figure, query time and IO cost 
of US and TKCSK algorithms increase with the increase 
of α. This is because the spatial differentiation is small and 
the pruning rate using spatial proximity is small. For FSTT 
Algorithm, because it firstly uses R tree to incrementally 
calculate the object closest to multiple users, the change of 
𝛼𝛼  will not affect algorithm’s termination condition, 
therefore query time and IO cost of the FSTT algorithm do 
not change with α increasing. 

 
a) query time 

 
b) IO 

         Fig.7 Scalability 
(5) Scalability 

In order to evaluate the scalability of TKCSK, we 
generate dataset from two million to ten million based on 
the original dataset. The location of the generated object is 
the random neighbors of the location of the object in the 
original dataset, and the keyword is randomly obtained 
from the keyword set in the original dataset. Fig.7 shows 
the tendency of query time and IO cost of algorithms with 
changing the amount of data when we fix k at 10, n at 3, α 
at 0.5 and the number of query keywords for each user at 
3. As shown in the figure, TKCSK algorithm is scalable 
and better than two Baseline algorithms. 

Ⅶ. CONCLUSIONS 
In this paper, we study the problem of collaborative 

spatial keyword top-k query (TKCSKQ), which aims to 
find top-k objects that are close to multiple query points 
and theirs texts have high relevancy with query keywords. 
Because there are repeated and synonymous keywords in 
query keywords, we design the keywords similarity 
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calculation formula based on the weight of query 
keywords. To solve mismatch problem and efficiently 
process TKCSKQ, we present an efficient query 
processing algorithm that is based on a hybrid index called 
SKNIR-tree. The algorithm prunes search space through 
maintaining a priority queue and calculating the minimum 
spatial and textual similarity of each node with the query 
locations and query keywords, to quickly identify the 
desired objects. Our experimental evaluation shows that 
the proposed algorithm is efficient and scalable and 
superior performance compared with two baseline 
methods. 
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Abstract—An article puts forward the concept of and 

actualizes a new LED system of interior lighting for 

administrative buildings. The main advantage of given 

lighting system, which is also its scientific novelty, is its use 

of safe low-voltage power supply (24V) for LED lamps, 

absence of transformers and integration with solar power 

cells, which allows to significantly bring down the energy 

consumption of lighting. 

I. INTRODUCTION 

In accordance with the Paris Agreement on Climate 
2016, Kazakhstan committed itself to reducing greenhouse 
gas emissions by 15% by 2030 compared to 1990 [1].This 
means either to save electricity or to switch to alternative 
energy sources.  At the same time there is an industrial 
development of Kazakhstan, which provides for an 
increase in electricity consumption.  The electricity 
consumption for lighting is about 12% of total 
consumption [2]. Therefore, the solution of the diametrical 
tasks stated above is partially possible with the use of 
energy-efficient LED lighting systems. 

In this paper, we are considering the creation of an 
energy-efficient low-voltage LED lighting system with 
serviceability monitoring of LEDs and integration with 
solar power cells. 

Currently, lighting systems are used with high-voltage 
power - 220V in all countries of the world. The 
development of new technologies in the field of 
alternative energy and the production of high-
performance, reliable LED crystals of increased power 
makes it possible to change the approach to organizing the 
lighting of the building. Fundamentally new element is the 
coincidence of the power of LED lighting elements and 
alternative energy sources (solar panels) to 24V, which 
allows the development of a new architecture of lighting 
systems with battery life.  

The idea of the research is to replace hazardous high 
voltage 220V in lighting systems for safe lighting 24V, 
which coincides with the power of energy-efficient LED 
lamps and the voltage generated by solar cells. This will 
allow the transition to a fundamentally new architecture of 
lighting systems. Changing the power supply system will 
significantly reduce energy consumption due to the use of 
LED lighting without voltage converters, increase the 
reliability and durability of the lighting system, and 
significantly improve the safety of working with the 
lighting system. A constant current with a voltage of 24V 
does not pose a danger to human life. 

Increasing the safety of the lighting system will 
completely eliminate injuries from electric current when 
lighting is used. In turn, this will reduce the cost of health 
care and the number of deaths of the population. 

The classical scheme of switching on the LED in the 
lighting device is shown in Fig. 1.  

 
 

Figure 1. The classical scheme of the LED lighting device 
 

Power supply 1 (converter from AC to DC) is one of 
the elements of the lighting device. Loss of energy when 
lighting a room by LED lamp connected to a network with 
alternating voltage of 220V is wasted with voltage 
conversion. 

Wide introduction of alternative energy sources, such as 
solar cells or solar cells for the use of typical lighting 
devices leads to the need to convert the DC current 
received from them to AC 220V. Usually, when using 
alternative energy sources, lighting devices are used that 
are schematically represented as a circuit 4 (Fig. 1). To 
provide AC voltage 220V converter is installed 24-220V. 
In this case, the general scheme for implementing the 
connection of LED lighting systems is shown in Fig. 2. 

 

 
 

Figure 2. General scheme for system research 

 

Despite the low efficiency of solar panels, their 
introduction is promising due to the use of renewable 
energy. However, in the scheme under consideration there 
are two transducers - positions 2 and 3, which introduce 
losses and leakages into the lighting system. The first 
transmitter 2 converts the DC current generated by the 
solar battery 24V into the working voltage of the AC 220 
V network, and the second transmitter 3 converts the AC 
into a constant current from 220V to a voltage of 24V. 
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II. EXPERIMENTAL RESEARCH AND RESULTS 

The use of low-voltage lighting system will save energy 
lost by double conversion of current [3,4]. Design has 
been collected consisting of a solar panel, a transmitter, a 
converter, an LED instrument, a voltmeter, an ammeter 
for studying the energy losses was collected (Fig. 2). 

Calculate the efficiency of this scheme. The values of 
the measured currents and voltages are given in Table 1. 

 

TABLE I 
EXPERIMENTAL VALUES OF CURRENTS AND VOLTAGES 

I1,А U1,В Р1,W I2,А U2,В Р2,W I3,А U3,В Р3,W 

3,5 24 85 0.35 220 77 2.7 24 64 

 

The current and voltage are measured before and after 
the converters. These data calculate the power before and 
after the converters and the efficiency of both converters 
and the total efficiency of the system. The results of 
calculations based on the experimental values obtained are 
shown in Table 2.  

The obtained results showed ineffective application of 
double voltage conversion with loss of energy by 30%. 

TABLE II 
ESTIMATED VALUES OF ENERGY EFFICIENCY 

Р1,W Р2,W Р3,W η1 % η2 % Ση % 

85 77 64 90 80 72 

 

In the absence of converters, the question arises of 
stabilizing the current. If we use 20 "Amstrong" 
luminaries on the floor of an office building, we need to 
provide a current of the order of 20A at a voltage of 24V. 
In the event of failure of one lamp with parallel switching, 
there will be redistribution of currents on the LEDs. The 
current on the remaining lamps will increase, which will 
lead to gradual degradation of the LEDs.  

We suggest using a source with voltage stabilization for 
low-voltage power supply of LED lighting. In this case, if 
the LED lamp fails, the current will also be redistributed 
along the lamps, but the current in the lamps will decrease. 
This will reduce the illumination on the floor. 

For research the operation of LED lighting systems, we 
have developed two schemes - classical, using drivers 
with current stabilization (Fig. 3) and a circuit with 
voltage stabilization, including the control of LED failure 
(Fig. 4).  

 
 

Figure 3. Classical scheme of LED lighting with current stabilization 

 

The classic connection of LED lighting fixtures uses 
voltage converters. This scheme was implemented on the 
floor of the educational building of the East Kazakhstan 
State Technical University [5].  

For power supply, two flexible solar panels with a 
capacity of 450W were used (the total maximum power of 

two panels 900W). The corridor was illuminated by 20 
luminaries 32W (the total power consumption 640W). 
Four batteries with a capacity of 650A·h with a voltage of 
12V were used in the lighting system. Two batteries were 
connected in series with total voltage of 24V.  
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The controller for the operating mode of the batteries 
and the matching of the external circuit to the solar panel 
was standard (PWM controller 40A). The 24/220 voltage 
converter was taken from a standard uninterruptible power 
supply. The scheme provides for switching to the internal 
system of power supply 220V when the solar battery fails. 

Fig. 4 shows applying of the LED lighting system in 
accordance with the described scheme. 

 

 
 

Figure 4. LED lighting of the floor educational building 

The developed control and monitoring system [6] 
provided data on the energy efficiency of LED lighting 
using drivers with current stabilization and a solar cell. 
This lighting system allows you to save electricity almost 
10-12 times compared to lighting based on energy-saving 
fluorescent lamps installed on other floors of the 
university building.  

Integration of the solar power source into the LED 
lighting system allows to exclude the process of voltage 
conversion and to provide an operating voltage of 24V. 

We are invited to monitor the operation of each lamp in 
real time to maintain the operating mode of the low-
voltage lighting system. The ammeter is used as a sensor 
to detect a failure. With this control, the circuit of a low-
voltage LED lighting system integrated with solar cells is 
shown in Fig. 5. 

Consider the operation of the proposed circuit using the 
example of a single lamp. The LED matrix consists of 4 
LED strips, each of which includes 8 series-connected 
LEDs. Power to the LED matrix can be fed from a power 
supply or solar panel. Since the LED strip located in the 
matrix is designed for 24V, we have the opportunity to use 
the solar panel as a power source, which saves energy. 

 

 
 

Figure 5. Classical scheme of LED lighting with current stabilization 

 

A sensor connected to the power supply unit measures 
the level of current that the LED matrix consumes. Next, 
the measured current level value is sent to the Siemens 
Simatic S7-1200 controller (Fig. 6).  

After that, the controller compares the received data 
with the set value (a certain constant set for each system 
individually). 

Visualization of the modes of operation of the LED 
lighting system is shown in Fig. 7. 

If the received data is less than set value, the 
information on the failure of the number of LED ribbons 
in the corresponding matrix is displayed on the personal 
computer and on the touch screen of the controller 
Siemens (Fig. 7,b). 
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Figure 6. The appearance of the industrial controller unit 
 

 
a   b 

Figure 7. Operational information on work and fault of the LED 

lighting system: а - all LED lamps work normally; b - the lamp 

of module 1 failed 

 

If the value of the received value is greater than the set 
value, it means that a short circuit has occurred in the 
system. This can damage the power supply if it does not 
have short-circuit protection and all LED matrixes go out. 
In addition, there is a high probability of a fire. Therefore, 
we propose to install a solid state relay on the LED matrix 
and connect it to the controller. The controller will control 
the LED matrix via a relay. This will disconnect the LED 
matrix in the event of a short circuit, which ensures the 
safety of the system. 

CONCLUSION 

The use of a low-voltage lighting system allows the 
integration of solar cells into the lighting system. The 
possibility of using solar energy makes the system energy 
efficient (Fig. 8).  

Energy efficiency data were obtained experimentally as 
a result of research of two LED lighting systems (Fig.3,5).  

The histogram shows the level of energy consumption 
in 4 cases:  

1 - with the converter from the network 220V;  
2 - from the 220V network without a converter;  
3 - together with a solar panel with a converter;  
4 - only the solar panel 24V. 
It is seen that about 30% of the energy goes to the work 

of the converters. 

In this case, using solar energy consumption goes only 
emergency lighting and maintenance work, and is on 
average about 50 kW·h. 

 
 

Figure 8. Results of saving electricity of low-voltage lighting 

system 

 

The use of alternative energy sources in the proposed 
lighting system will not only save energy, but also reduce 
consumption of non-renewable energy resources. And as a 
result, improve the environmental situation associated 
with increased volumes of hydrocarbon fuel emissions. 

If we calculate the energy generated by the solar panels 
and convert it into an equivalent amount of CO2 gas 
ejected into the atmosphere by the power plant [7], we get 
a reduction in emissions by 990 g/h. When lighting the 
corridor during the year, an average 4 hours will reduce 
emissions of the order of one ton of CO2. 

In conclusion, we note that the proposed new system of 
low-voltage power LED lighting integrated with solar 
sources of energy is safe, cheaper (due to the lack of 
converters), more reliable and energy efficient. The results 
obtained make it possible to draw conclusions about the 
prospects and possibilities for the practical 
implementation of the basic principles of low-voltage 
lighting. 
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Abstract — As it is known from documents of the Middle 

Ages there was an independent unit of length in Hungary 

between the 11th and 16th centuries – the etalon of that was 

kept in Székesfehérvár. The 1/16 part of the so-called king’s 

length (royal fathom) was published in statute books. The 

etalon of this unit does not exist, only a cord was found the 

length of which is 3.126 metres. In this article we want to 

demonstrate that this etalon was used for building churches 

at that time because the measures of the buildings 

correspond to an ancient unit. Especially the round 

churches (rotundas) are interesting from this point of view. 

We precisely measured some Hungarian medieval round 

churches, but only three of them will be presented in this 

paper (Kallósd, Bagod and Ják). We used total stations 

without prisms, angle and distance measurement for 

detailed polar survey. The measures of these buildings can 

also be obtained by precise methods, for example the radius 

of the circle with adjustment. We redrew the floor plan of 

these buildings. The measures were first given in metres but 

later in the ancient unit of length, in Hungarian royal foot. 

This floor plan was used to recalculate the size of the royal 

foot in metres. We got 31.9 centimetres for royal foot from 

three buildings. It means that the Hungarian royal fathom 

(10 feet) equals 3.19 metres instead of the ’official’ value of 

3.126 metres. Our assumption and the reconstruction 

method to obtain conversion factors were thus confirmed. 

 

I. INTRODUCTION 

As a result of standardisation, distance data, i.e. lengths 
are given uniformly in a metre-based system all over the 
world. Today, the definition of the metre, a unit of length 
as such, is traced back to the wavelength of light. This 
definition was recognised by the international association 
after a Hungarian physicist, Zoltán Bay. In the beginning, 
the etalon was made in the shape of a metal bar. This 
platinum-iridium bar with a special cross-section is 
currently kept in Sevres, France. 

Before the metre system was introduced, the Vienna 
fathom had been the official unit of length in Hungary, 
like in all the countries within the Habsburg Empire. The 
etalon of the Vienna fathom can be seen both in Vienna 
and in Bratislava even today. 

Certificates confirm that there used to be an 
independent Hungarian length measurement system in 
medieval Hungary. Its etalon hasn’t survived. Moreover, 

the memory of its existence has since then disappeared 
from the common knowledge, too. 

This article presents the geodetic measurements which 
led to our attempts to restore the medieval Hungarian 
standard unit of length. The fundamental idea behind our 
work is that large buildings were designed and constructed 
on the basis of architectural plans even in the Middle 
Ages, which must have been carried out with the aid of 
the then units of length. We can also reasonably assume 
that the size of buildings were mostly given in round 
multiples of the measurement. If we manage to determine 
the measurements of a wisely chosen building that has 
been preserved in its original form, we may get the 
original unit of length in a metric system. Round churches 
which were built in the 10th century in numerous 
settlements in the Carpathian Basin are particularly 
suitable for the subject of such geometric, floor plan 
analyses. In our article we try to reconstruct the length 
etalon by accurately determining several measurements of 
three round churches located in Hungary. 

II. THE MEDIEVAL HUNGARIAN SYSTEM OF LENGTH 

A. The names and conversion factors of the medieval 

units of length based on the archives 

 
We know little about the history of the Hungarian units 

of length used in the Middle Ages. Their emergence must 
have been influenced by the Greek, Roman and eastern 
cultures. It is likely that these units of length emerged 
from the actual sizes of human nave parts, which their 
Hungarian and English names also suggest. 

The smallest natural unit of length is the finger 
(Hungarian: ’ujj’), which corresponds to the width of an 
index finger or the overall width of 4 barley seeds placed 
widthways next to one another. It was referred to as 
’daktylos’ by the Greeks and ’digitus’ by the Romans. The 
Greek finger measures 19.3 mm in today’s metric system. 

The inch (Hungarian: ’hüvelyk’) corresponds to the 
width of a man’s thumb. It was used all over Europe and it 
still exists in the systems of measurement of several 
countries. An inch is equal to 12 lines. 

The palm (Hungarian: ’tenyér’, Latin: ’palmus’) is a 
unit of distance that corresponds to the width of 4 fingers. 

The foot (Hungarian: ’láb’, Latin: ’pes’) is a unit that 
has Greco-Roman origins. It doesn’t correspond to the 
average length of a human foot but 16 fingers or 12 
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inches. Its length varies from country to country between 
27-35 cm, according to today’s metric units. 

The span (Hungarian ’arasz’, Latin: ’spitama’) has two 
types: the great span is the distance between a grown-up 
man’s extended little finger and thumb, whereas the little 
span is the distance between the index finger and the 
thumb. The Hungarian span (great span) makes 10 fingers.  

The cubit (Hungarian: ’rőf’, Latin: ’sing’) probably 
derives from the length of the forearm. It corresponds to 2 
feet, 8 palms or 32 fingers in the Hungarian system.  

The step is likely to originate from the average length 
of a step. It makes 3 feet in the Hungarian system. 

The fathom (Hungarian: ’öl’,  Latin: ’orgia, cubitus’) 
comes from the distance of a grown-up man’s extended 
arms. The English and German or Austrian fathom 
measures 6 feet. However, the Hungarian royal fathom 
makes 10 feet, i.e. it is much longer than the 
aforementioned ones. The Hungarian fathom is equal to 5 
cubits or 16 inches. 

We know the conversion factors above thanks to the 
research by István Bogdán [1] and they are displayed in 
Table 1. 

It is also István Bogdán who collected the excerpts 
from medieval certificates and archival documents, which 
mention the use and the regulation of units of length [1]. 
These texts prove that back then there used to be a system 
of length in Hungary and it was applied, indeed. Some 
Latin examples include the certificate written by the 
Chapter of Pécsvárad in 1270 (‘amplexus… cum mensura 
regia‘), the certificate written by the Chapter of Pécs in 
1278 (‘ulna seu mensura… regis et regni ‘) or that of the 
Chapter of Székesfehérvár written in 1368 (‘cubitus seu 
mensura regalis…‘). Occasionally, you can come across 
the Hungarian terms, such as in the certificate written by 
Palatine Miklós Garai in 1379 (‘spatium longitudinalis 
regalis mensura vulgariter Kyralymertek voce 
reperissent…‘). 

 

B. The metric length of the royal span 

The Hungarian Royal units of length and area were first 
mentioned in King Matthias‘ statute book, and there were 
drawings as well because the royal span was displayed in 

its actual size on the side of the page. Although this statute 
book was reprinted in Leipzig in 1488, then in 1490, and a 
copy has survived, the length of the royal span cannot be 
measured. Sadly, the top edge of the relevant page was 
eaten by mice, the bottom edge was cut off by the binder’s 
knife. The remaining copies of the second edition suffered 
a similar loss as the end of the line representing the span 
was cut off while they were being bound. 

 
Figure 1.  The royal span in the Tripartitum published in Vienna in the 

year of 1628 

The later statute books, which are known as the 
Tripartitum by Werbőczy (Hungarian: Hármaskönyv) and 
of which 50 editions were made, the length of the royal 
span can be measured using a millimetre ruler. The 
various editions have been studied by many but their 
results differ significantly. It is little wonder, though. The 
paper could have become dry and the printing mould 
cannot have been perfect either. If we wanted to determine 
the length of the royal fathom from the size of the span 
above, we would get a value between 2.88 m and 3.07 m. 
We must come to the conclusion that this way the fathom 
cannot be determined precisely enough – it is for 
informational purposes only. 

The royal span was released in the statute book due to 
the regulation (or standardisation, as we would now call it) 
of the area measurement. According to the legal text, the 
royal fathom is equal to the royal span times 16. The unit 
of area measurement is the royal jugerum-sized land 
(Hungarian: királyi hold), which is equal to the area of 
12×72 royal fathom. 

TABLE I. 
THE MEDIEVAL HUNGARIAN UNITS OF LENGTH AND THEIR EXCHANGE FACTORS 

 fathom step cubit span foot palm inch finger 

1 fathom 1 10/3 5 16 10 40 120 160 

1 step  1 1,5 24/5 3 12 36 48 

1 cubit   1 16/5 2 8 24 32 

1 span    1 10/16 40/16 7,5 10 

1 foot     1 4 12 16 

1 palm      1 3 4 

1 inch       1 4/3 

1 finger        1 
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C. The metric length of the royal fathom 

There are certificate data in Latin about measuring 
ropes (measuring cords) used in the Middle Ages to mark 
and survey areas, which were regarded as an official 
measure because they had to be transported in a sealed 
bag. We do not know how long a measuring rope was. We 
can assume that it was 12 fathoms (maybe 24) long. The 
width of a royal jugerum-sized land is 12 fathoms, so the 
rope had to be laid down only once to measure the width 
and six times to measure the length. The 12-fathom 
measuring rope is approximately 38 m long – this is 
similar to the modern-day measuring tapes, which are 20, 
30 and 50 m long. 

The fact that the royal fathom used to have an etalon 
(standard measure), which was kept in Székesfehérvár, is 
known from a certificate that has survived in the archives 
at the Pannonhalma Archabbey. The Royal Basilica of 
Székesfehérvár (which has only few remains left to be 
seen) was the Hungarian kings’ coronation and burial site 
from the time of King Stephen to the Ottoman rule (like 
Westminster in England, Saint Denis in France, Aachen in 
Germany and St Vid in the Czech Republic). The crown 
jewels, the treasury, the archives and the length etalon 
were all guarded in the provostry that belonged to the 
basilica. 

 

Figure 2.  The wound cord and the drawn span in a report from the year of 1702. The place where it is kept: The Hungarian National Archives. Mark: 

MNL OL E 117 – Fasc. 14. – No. 1. 

The above-mentioned certificate is about a land debate 
between Bakonybél Archabbey and squire of 
Bakonyszücs. If one of the partners does not regard the 
area measured by a measuring cord as legal, then they 
should go to Székesfehérvár (Alba Regalis) and fetch the 
standard measure of the royal fathom as a heredity of 
Saint Stephen. The Latin text: ‘si mensuram ambiguitatis 
propulsivam et certam idem dominus abbas habere 
voluerit, ex tunc hominem suum cum homine eiusdem 
magistri in Albam Regalem pro aportanda mensura per 
Sanctum Stephanum regem derelictam et constitutam 
deberet destinare, alio autem modo nullam iteratam 
mensurationem acceptaret’. 

Unfortunately, no tangible memory of the etalon has 
survived, we know of one single copy to be precise, which 
turned up in the Hungarian central archives. This copy is a 
royal-fathom long measuring rope, which was attached to 
a report from 1702 year. Furthermore, a unit of length 
corresponding to one span was drawn in the report. The 

report was written about the survey of the lands that 
belonged to the two villages. The length of the measuring 
rope (the distance between the knots tied at the two 
endpoints of the rope) was measured in the Hungarian 
Metrology Office and it was said to be 3.126 m. This 
value is recognised as the metric length of the medieval 
royal fathom. If the metric value of smaller units is 
derived from this, we get the following: 1 foot = 31.26 
cm; 1 span = 19.54 cm. The latter is in harmony with the 
distance drawn in the report, which was 19.6 cm. (If the 
length of the fathom is 3.20 m, the sixteenth of this is 20 
cm. The official fathom-span ratio and the determined one 
are the same. This means that the extent to which the 
string shrank is equal to the extent to which the drawing 
on the paper shrank too.)    
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III. THE POSSIBILITY OF USING BUILDING MEASUREMENTS 

TO RESTORE THE UNIT OF LENGTH 

A. Contemporary buildings as the possible guardians of 

the unit of length 

Contemporary buildings (churches, castles, mansions) 
are objects usually made of symmetrical geometric shapes 
that have regular floor plans. We can rightly assume that 
the marking and the construction of these buildings 
required the use of plans or else they can’t have been built 
in such quality. 

 

Figure 3.  Archaeological floor plan and editing of Prince Géza’s 

church in Székesfehérvár [2] 

Architectural design presumes the use of some scale, 
i.e. the correspondence between a drawing and a real 
(aerial) unit. It also presumes a system of length. 
Nowadays, the standard scale of architectural design when 
using a metric scale is 1:50 (1 mm on the drawing 
corresponds to 50 mm in reality) or 1:100 (1 mm on the 
paper represents 10 cm). At the time of the Vienna fathom 
the scale was 1:72 (1 Vienna inch corresponded to 72 
inches in reality, i.e. 1 Vienna fathom or 6 feet). We do 
not know what the design scale was in medieval Hungary 
because there is no information about plans that have been 
preserved intact. It might have been 1:80 for instance, 
when 1 finger would correspond to 5 feet (0.5 fathom), 

but it might have been 1:32, when 1 finger would 
represent 2 feet. 

We can also assume that during the design and the 
construction the key measures of buildings were provided 
in round multiples of the unit of length. This simplifies 
work and is advantageous for practical reasons. 

To prove our previous assumption, we studied the 
measures of 27 medieval churches. They were measured 
on the basis of archaeological and architectural plans that 
had been made in the course of heritage preservation. We 
found that by converting the metric values according to 
Table 1 we mostly got round numbers, which made us 
strongly believe that the former unit of length had been 
employed. 

By way of illustration, we want to share the floor plan 
of one building and its measures expressed as royal feet 
with you. This very building was once situated at the 
highest point of Székesfehérvár and it was the oldest 
church in the city. It had been built by the first Hungarian 
king’s father, Prince Géza, probably as a chapel. It used to 
be a church with four vaults, its remaining base walls were 
excavated by archaeologist Alán Kralovánszky only in 
1971 [2]. He reconstructed the design and building 
process of the regular church and concluded that the outer 
radius of the vaults corresponded to exactly 1 royal 
fathom. 

For further observations let us reverse the way of 
thinking detailed above. If the assumption that objects 
were constructed using the round (or half, maybe one-
fourth) multiples of the former unit of length based on 
plans turns out to be right, then the metric value of the 
contemporary unit of length could be calculated from the 
measures of the building based on an accurate survey 
(carried out in a metric system). It does matter, however, 
what sort of a building we choose and what method we 
employ to conduct the survey. 

B. The significance of round churches in terms of size 

determination 

Round churches are worth the attention for several 
reasons. In numerous countries all over Europe, especially 
in Central-Europe, the oldest churches of the 9th and 10th 
centuries were built to be circular and quite of few are still 
standing. 

The circle is the simplest geometric shape. It was not 
only easy to draw with the aid of bows (rondure) on a 
piece of paper but it was possible to setting out during 
field work – you needed a string and two poles. 

Round churches are advantageous in terms of size 
determination because in the simplest case there are at 
least two circles available to be studied – the circle of the 
outer wall and that of the inner wall. It is also very likely 
that the thickness of the wall is a multiple of the measure. 
If the thickness of the foundations and that of the wall are 
not identical, presumably the difference can be expressed 
as the former unit of length, too. 

Nevertheless, the majority of round churches do not 
have a base that consists of two circles because the 
sanctuary and the nave are also rounded. Sanctuaries 
facing east can also be semicircular, horseshoe-shaped or 
they have corridor links.  

We talk about round churches closing in a semi-circular 
sanctuary when the centre of the church’s arc lies on the 
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inner arc of the nave (Fig. 4). On the floor plan of such 
regular churches the radius (R) of the sanctuary is 
generally half of the radius of the nave, the wall thickness 
(F) is identical. It is also worthwhile to measure the inner 
(B) and outer length (K) of the church. Since we get a 
distance that is longer than the unknown radius (B=2,5R; 
K=2,5R+2F), we can determine the radius more 
accurately. If we expect the R and F values to be round 
multiples of units smaller than the royal fathom (foot or 
span), the length of this smaller unit expressed as metres 
can be determined on the basis of B and K. 

 

Figure 4.  Semi-circular sanctuary closures 

We talk about horseshoe-shaped sanctuary closures 
when the centre of the church’s arc lies on the wall or the 
outer arc of the nave (Fig. 5). The wall thickness of the 
sanctuary is often half of what the nave possesses. 

 

Figure 5.  Horseshoe-shaped sanctuary closures 

A sanctuary is regarded as elongated when a 
quadrilateral corridor link is found between the sanctuary 
and the nave. 

A special group within round churches includes those 
with four vaults. We can determine not only several 

circles but also additional things because the location of 
the vault centres shows regularity.    

C. The general technology of building survey – the role 

of surveying 

Since we conducted the survey of numerous round 
churches as well as the determination of their measures 
recently, we can propose a technology how etalon 
reconstruction should be done by generalising our 
experience. 

 

Figure 6.  Good examples to right identificate ground wall points  

at Ják (rough walling) and Kallósd (brick walling) church 

1.) Choosing the right building to be analysed. This 
means that it is recommended to choose such a 
contemporary building that has survived in its 
original form, the foundation walls are easily 
identifiable, and the building itself is symmetrical 
and geometrically regular. It is quite difficult to 
find a building that has been preserved in its 
original form because it could have been necessary 
to rebuild the building to a certain extent over the 
centuries. In this case, the individual building 
sections of the different construction periods must 
be separated as much as possible. The criterion of 
being identifiable is fulfilled if the foundations or 
the walls have been built of bricks or ashlar, for 
instance (Fig. 6). The identification of walls 
(surfaces, corners) made of rubbles is not clear, 
therefore such buildings are less ideal for our 
purposes. Asymmetrical and irregular buildings are 
unsuitable, too – the circles are ellipses, the 
columns are not the same, the column intervals are 
different or there is no other sign of regularity. 

2.) Identifying the main lines and points of the 
building to be measured. The key question of all 
surveys is what we intend to measure. In our case it 
is enough to survey the elements that comprise the 
base geometry of the building. To do this, however, 
we need to study the construction history and the 
structure of the building or else we cannot choose 
the right points to be measured. 

3.) Choosing the right measuring technology. There 
are different kinds of measuring equipment and 
technology which may meet our needs: measuring 
tapes, total stations, laser scanners, UAVs and 
photogrammetry, etc. For our surveying work we 
chose the technology of total stations – we presume 
its use from now on. It is a great advantage that 
inside and outside the building an accurate geodetic 
control point network can be created with the aid of 
direction and distance measurement, the scale of 
which (its metric system) is provided by the 
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frequency of the calibrated distance measuring 
instrument. It is also very practical that we can 
decide which points we wish to measure, i.e. we 
need to measure the points only which we find 
essential. 

 

Figure 7.  Free network around Kallósd church: sketch of control 

points, directions and distances 

4.) The accurate measurement of the geodetic control 
point network. We need a continuous geodetic 
control point network based on direction and 
distance measurement both inside and outside the 
building (Fig. 7) and on more floors if necessary. 
Our aim is to provide a uniform, homogenous and 
accurate coordinate system. Accurate measurement 
means that we set up all the tripods with base 
plates, then we change the instrument and the 
prisms on the base plate to avoid positioning errors 
which can be dangerous due to the short distances 
(Fig. 8). As a result, we can ensure a network with 
deviations of one or two mm not only horizontally 
but also vertically. We must take a sufficient 
number of extra measurements (more than 
geometrically necessary). 

 

Figure 8.  Measuring control point network at Kallósd church: 

constrain centered setting up 

5.) Precise measurement of detail points as polar 
points. Detail points (points for observation) are to 

be measured at the same time as the control points 
using the same measuring equipment. Since they 
are chiefly building corner points, column corner 
points and arc points, where the positioning of a 
prism is not possible centrally, it is better to 
measure all these points without a prism. A card 
should be placed on the point to be measured so 
that it is perpendicular to the direction line and the 
touchpoint (line) of the card and the building must 
be set by the measuring equipment (Fig. 9). If a 
building point is covered by something, we need to 
employ a method that relies on points outside. Wall 
surface points perpendicular to the direction line 
can obviously be measured without a card. Clearly 
identifiable points are to be measured from two or 
more station positions.  

 
Figure 9.  Measuring wall-points without prism, using card 

6.) Calculating the coordinates of the geodetic control 
point network and the points for observation. The 
calculation of the coordinates and the altitude of 
the geodetic control points must be carried out with 
adjustment or else we cannot take into 
consideration all the measurements simultaneously 
and, therefore, the result will not be accurate. The 
coordinate deviations cannot exceed 3-5 mm. Not 
only the coordinates of the control points, but also 
those points for observation must be shown with an 
accuracy of some mm. The calculation is to be 
done in a separate system as a free network to 
avoid frame errors that can influence the result. If 
the building has a standard axis, it is better to turn 
the local system using a planar isometry so that one 
coordinate axis should be perpendicular to the main 
axis of the building. We also apply a planar 
transformation when we wish to export our points 
to another system (to an adjacent one) – to 
illustrate how the axis of a church matches a 
cardinal point, for instance. For such 
transformation purposes the control points around 
the building ought to be measured by GNSS 
technology. 

7.) Calculating the standard floor plan measures of the 
building. This calculation is carried out based on 
the measured points for observation using methods 
of coordinate geometry with an accuracy of mm. 
Measures of length and width, wall thickness, sizes 
of columns, distances of column intervals and 
altitudes belong here. Providing the standard data 
of the circles in terms of round churches is 
considered to be a separate task. An adjusted 
(regression) circle must be fit to the measured 
points of the arcs according to the least squares 
method (Fig. 10). We will obtain not only the 
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coordinates of the centre (C) and the radius (R) of 
the circle but also the standard deviations (rms) 
errors of them. Depending on the residuals (v) and 
deviations (rms) we are able to decide whether the 
building suits our purposes or not. Furthermore, 
standard deviations can be useful when 
determining the weight of measures later on. 

 
Figure 10.  Symbolizing the adjusted circle 

8.) Constructing the floor plan. The floor plan of the 
building is now ready to be constructed based on 
the points that have been measured and the 
calculated measurement data – in a metric system, 
of course. The points (in the same vertical plane) 
that are on one line can be drawn as a regression 
line. Standard measures are given with an accuracy 
of some mm. 

9.) Matching standard building measurements to the 
former units of length. It is best to do this in an 
Excel table. The first questions we wish to answer 
is: Was the unit of length at the time of the 
construction expressed as royal foot or royal span? 
We get the desired information after dividing the 
standard, metric building measurements by the 
’official’ metric length of the foot (0.3126 m) and 
that of the span (0.1954 m). For some units of 
length we get round (or half) pieces which are 
regarded as preliminary values. 

10.) Constructing the floor plan using the former unit of 
length. We try to make a floor plan that is similar 
to what the original could have been where 
standard measures were probably given in round 
(or half) multiples of the foot or span. It is really 
time-consuming and we may not succeed at once. 

11.) Reconstructing the former unit of length. We need 
to make a table which includes both the standard 
distance data of the building given in metres and 
the unit of length in pieces. The metric value of the 
former unit, usually expressed as cm, is obtained 
from the quotient of the two data. The metric 
values of the unit will certainly not be the same. 
We recommend such a weighted average as an end 
result where we take into consideration how well 
the two endpoints of the measure observed were 
identifiable. For example, the deviations of the 
radii are helpful in this case. 

The technology described above has been invented after 
surveying several buildings and processing their measures. 

We can highly recommend it for similar purposes. In our 
view, appropriate results can only be obtained using 
accurate surveying methods. This is how surveying 
contributes to reconstructing the length etalon. 

IV. THE RECONSTRUCTION OF THE UNIT OF LENGTH 

BASED ON THE ACCURATE SIZE DETERMINATION OF FIVE 

ROUND CHURCHES 

In this chapter we present our practical surveying work 
and some results of it. The workflow of surveying method 
was the same we mentioned in Chapter III. Five 
Hungarian round churches were surveyed and analysed to 
reconstruct the ancient unit of length 

A. The Saint Anne round church in Kallósd 

Kallósd is a small bag village in Zala county. Its parish 
church was built around 1270 in Romanesque style.  

 
Figure 11.  Round church of Kallósd 

The inhabitants of the village were forced to leave the 
church by reason of the Turkish occupation in the 17th 
century. The population returned in 1711. They started to 
clean the thicket around the church and renovated the 
building in 1740. Because of the growing number of 
inhabitants they had to build a hallway to the church in the 
19th century which was demolished during the renovation 
between 1989 and 1993 in order to preserve the round 
church in its original shape.  

 
Figure 12.  Specialities of Kallósd: sitting bays and lizenas 

The walls are built from brick. it means the 
identification of walls and measuring points are ideal for 
our purposes. There are seven sitting bays (sedilia) inside 
the nave, the sizes of them are also interesting for us. The 
other specialities are the small columns outside the nave 
wall a so called lizenas. 9 of them are on the northern part 
(left to entrance) and 3 of them are on the southern part 
(right to entrance). The results are seen in the Table II. 
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Figure 13.  Floor plan and notations 

 

Figure 14.  Floor plan of Kallósd in former unit (in foot) 

 

B. The round church of Bagod 

 
Figure 15.  Bagod church outside and inside todays 

Bagod is a settlement in Zala county, earlier on its 
territory 3 independent villages were found: Bagod, 
Vitenyéd and Szentpál. Nowadays Szentpál is a bag 
village, in the cemetery of this village situated the earliest 
rotunda It was built at the end of 13th century, but in 18th 
century it was totally rebuilt and enlarge. The original 
nave become as a sanctuary and new rectangular nave was 
built.  

During 20th century the church was deserted, the roof 
was destroyed. Between 1999 and 2001 the church was 
totally renovated 

From our point of view only the today’s sanctuary (the 
original nave) is interesting. There are four circles which 
could measure well: the inner and outer wall, the 
foundation and the circle of sitting bays. The results are 
seen in the Table III. 

TABLE II. 
THE SIZES OF KALLÓSD CHURCH 

 Description of sizes  Distance 
(meter) 

RMS 
 (meter) 

Pieces. foot 
 (cm) 

weight 

1 Inner radius of nave  (from 20 points) R2 2,671 0,003 8,5 31,42 3 

2 Outer radius of nave  (from 20 points) R1 3,937 0,003 12,5 31,50 3 

5 Inner radius of sanctuary  (from 6 points) r2 0,980 0,012 3 32,67 1 

4 Outer radius of sanctuary  (from 8 points) r1 1,627 0,006 5 32,54 2 

3 Outer length of the church  (2R1+r1) K 9,501 0,008 30 31,67 2 

6 Inner length of the church  (2R2+F+r2) B 7,588 0,019 24 31,62 2 

7 Thickness of nave wall  (R1-R2) F 1,266 0,005 4 31,65 2 

8 Thickness of sanctuary wall  (r1-r2) f 0,647 0,014 2 32,35 1 

9 Lizena width  (12)  0,155 0,002 0,5 31,00 1 

10 Distance between lizenas  (10)  1,267 0,003 4 31,68 1 

11 Column width at sitting bays  (5) c 0,314 0,002 1 31,40 1 

12 Radial size of columns  (4×8) a, b 0,204 0,002 0,625 32,64 1 

13 Width of sitting bays  (7)  0,99 0,004 3,125 31,68 1 

14 Radial size of lizenas  (2×12)  0,101 0,004 0,3125 32,32 1 
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Figure 16.  The floor plan and notations of Bagod church 

Figure 17.  The floor plan in original unit (in foot)ch 

 

C. The Saint James church of Ják with four vaults 

 

Figure 18.  The St James round chapel (left) and the Benedictian 

monastery church in Ják (foto:Civertan) 

Two churches were built in the middle of 13th 
century in Ják settlement (Vas county): one as 

benedictian monastery church and one as presbyterian 
chapel. The first one is the famous monument of 

Hungarian medieval architecture, the second one is the 
small Saint James round chapel with four vaults. 
serving as a church of the village in the Middle Ages.  

As it has been proven by the excavation in 1997 the 
St James chapel have been built on a rotunda 
foundation also. The curves of this earliest rotunda is 
now seen on the brick floor. 

 
Figure 19.  Ják church outside and measuring inside 

TABLE III. 
THE SIZES OF BAGOD CHURCH 

 Description of sizes  Distance 
(meter) 

RMS 
 (meter) 

Pieces. foot 
 (cm) 

weight 

1 Outer radius of original sanctuary  (from 5 points) r1 2,590 0,001 8 32,38 0,5 

2 Inner radius of original sanctuary  (from 8 points) r2 1,784 0,002 5,5 32,44 0,5 

5 Outer radius of original nave  (from 16 points) R1 4,137 0,001 13 31,82 2 

4 Radius of nave foundation (from 24 points) R3 4,312 0,002 13,5 31,94 2 

3 Inner radius of nave  (from 13 points) R2 2,566 0,001 8 32,08 2 

6 Radius of sitting bays  (from 6 points) R4 2,880 0,061 9 32,00 1 

7 Thickness of nave wall   F 1,571 0,001 5 31,42 1 

8 Thickness of sanctuary wall   f 0,806 0,002 2,5 32,24 1 

9 Total outer length of original church K 10,171 from 
floor plan 

32 31,78 0,5 

10 Inner length of the original church B 7,790 24,5 31,80 0,5 

11 Lizena width    0,485 0,004 1,5 32,33 1 

12 Radial size of sitting bays  0,314 0,061 1 31,40 1 
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Figure 20.  The sketch of control point micronet around the church 

 

 

Figure 21.  The ground plan of Ják church and notations 

We set up a micro-net around the chapel with 5 control 
points (Fig. 20) and measured all detail points (in every 
meter sequentially). We identified 3 circles (arcs) in each 
vault: the inner and outer wall points and the outer 
foundation points (12 arcs altogether). After it we 
calculated the center point coordinates and radiuses of 
these arcs (Table IV). The standard deviations of these 
parameters are below 1 centimetre only one exception is 
the western arc. The reason is that on this vault we could 
measure few points because of the entrance door. 

The centres (K1, K2, K3, K4) of different adjusted 
circles are mainly the same. These centres are corner 
points of square. The interesting thing is that K1-K4 
centres and the wall endpoints (F1-F4) are located on the 
same circle. 

 

Figure 22.  The sizes of Ják chapel in old Hungarian spans 

What is the radius size of this circle? If we analyse and 
examine the size we will find that the size of radius is 
exactly 10 span. So it means that the sizes of tis chapel are 
not determined on foot but in span. All other radiuses we 
can determine in integral number of spans, for example 

TABLE IV. 
COORDINATES OF CIRCLE CENTERS, RADIUS AND ITS RMS OF JÁK CHURCH WITH FOUR VAULTS  

Description Centre y x Radius r RMS y RMS x RMS r 

1st arc,  inner wall  K1 

(Northen 
arc) 

499,850 202,025 r1 1,492 0.010 0.019 0.009 

1st arc,  outer wall  499,852 202,009 R1 2,620 0.002 0.007 0.002 

1st arc,  foundation  499,848 202,014 RL1 2,815 0.002 0.005 0.001 

2nd arc,  inner wall  K2 

(Eastern 
arc) 

502,046 200,183 r2 1,501 0.012 0.002 0.005 

2nd arc,  outer wall  502,049 200,210 R2 2,603 0.007 0.002 0.002 

2nd arc,  foundation  502,076 200,217 RL2 2,799 0.011 0.004 0.002 

3rd arc,  inner wall  K3 

(Southern 
arc) 

500,208 198,014 r3 1,487 0.003 0.007 0.003 

3rd arc,  outer wall  500,197 198,015 R3 2,607 0.003 0.009 0.003 

3rd arc,  foundation  500,219 197,988 RL3 2,795 0.005 0.011 0.002 

4st arc,  inner wall  K4 

(Western
arc) 

498,078 199,844 r4 1,515 0.032 0.008 0.030 

4st arc,  outer wall  498,050 199,843 R4 2,608 0.035 0.006 0.012 

4st arc,  foundation  498,055 199,861 RL4 2,803 0.027 0.007 0.005 

 

 

 

 

AIS 2017 • 12th International Symposium on Applied Informatics and Related Areas • November 9, 2017 • Székesfehérvár, Hungary

- 129 -



the radius of foundation arc is 14 span, the radius of outer 
wall is 13 span, the radius of inner wall is 7 and half span.  

The other interesting thing is that the total length of this 
chapel is 48 span it means exactly 3 old Hungarian fathom 
(Table V). 

V. CONCLUSIONS 

TABLE VI. 

THE RECONSTRUCTED HUNGARIAN FOOT UNIT 
 FROM ALL SIZES OF THREE BUILDINGS 

 span foot (cm) 

Kallósd church  31,78 

Bagod church  31,92 

Ják chapel 20,03→ 32,04 

mean:  31,91 

 

We nicely measured the sizes of three round churches 
from Medieval Ages, redrew the floor plan of these 
buildings. The measures were first given in metres but 
later in the ancient unit of length. These floor plans were 
used to recalculate the size of the royal foot in metres. We 

used all the sizes and calculated the weighted average for 
all three buildings (Table VÍ). 

At the end, as the average size of ancient Hungarian 
royal foot we got 31.91 centimetres. So we reconstruct the 
earlier original unit of length in a metric system. It means 
that the Hungarian royal fathom (10 feet) equals 3.19 
metres instead of the ’official’ value of 3.126 metres. Our 
assumption and the reconstruction method to obtain 
conversion factors were thus confirmed. 
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TABLE V. 
THE SIZES OF JÁK CHAPEL 

 Description of sizes  Distance 
(meter) 

RMS 
 (meter) 

Pieces. span 
 (cm) 

weight 

1 1st arc,) radius of inner wall (from 8 points r1 1,492 0,009 7,5 19,89 1 

2 1st arc, radius of outer wall (from 12 points) R1 2,620 0,002 13 20,15 2 

5 1st arc, radius of foundation (from 16 points)  RL1 2,815 0,001 14 20,11 2 

4 2nd arc, radius of inner wall (from 6 points)  r2 1,501 0,005 7,5 20,01 1 

3 2nd arc, radius of outer wall (from 16 points) R2 2,603 0,002 13 20,02 2 

6 2nd arc, radius of foundation (from 16 points) RL2 2,799 0,002 14 19,99 2 

7 3rd arc, radius of inner wall (from 6 points r3 1,487 0,003 7,5 19,83 1 

8 3rd arc, radius of outer wall (from 13 points) R3 2,607 0,003 13 20,05 2 

9 3rd arc, radius of foundation (from 17 points)  RL3 2,795 0,002 14 19,96 2 

10 4st arc, radius of inner wall (from 6 points r4 1,515 0,030 7,5 20,20 1 

11 4st arc, radius of outer wall (from 7 points) R4 2,608 0,012 13 20,06 2 

12 4st arc, radius of foundation (from 11 points)  RL4 2,803 0,005 14 20,02 2 

13 Distance between K1-K2 points  2,856 0,007 14,14 20,19 1 

14 Distance between K2-K3 points  2,872 0,005 14,14 20,31 1 

15 Distance between K3-K4 points  2,830 0,014 14,14 20,01 1 

16 Distance between K4-K1 points  2,810 0,013 14,14 19,87 1 

17 Distance between F1-F2 points  2,822  

from 
floor plan 

14,14 19,96 0,5 

18 Distance between F2-F3 points  2,814 14,14 19,90 0,5 

19 Distance between F3-F4 points  2,799 14,14 19,79 0,5 

20 Distance between F4-F1 points  2,822 14,14 19,96 0,5 

21 Total outer length (E-W)  9,613 48 20,03 2 

22 Total outer length (S-N)  9,633 48 20,07 2 

23 lizena width (6 pieces)  0,506 0,013 2,5 20,24 1 
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Abstract— Since 2005 new graduation system in Hungary. 

In this context, the advanced level practical exam should 

also be subject to programming. Here you can choose 

between the candidates of the programming languages. The 

optional languages later (2012) was added to the Python 

language. This language is widely used for educational 

purposes in the US universities. The language is spreading 

in Hungary, that look good to the baccalaureate exams 

students at elementary and secondary level elevated nearly 

10% of this. More and more people are chosen from among 

the teachers in the classroom and students ' exams. 

This trend has been placed under investigation, following 

which the other options for the language in the language 

compared to the baccalaureate curriculum. What are the 

advantages and disadvantages are to be expected in the 

course of teaching and learning. 

I. INTRODUCTION 

In the current maturity system, the candidate can choose 
from several programming languages. Thus, the question 
arises as to which language to choose the candidate and 
the teacher preparing the exam. There are several aspects 
to consider here. In the case of individual preparation, the 
candidate intends to continue to study as an important 
aspect. If you are going to learn Visual Basic in the higher 
education institution (eg economic informatics), then it is 
best to choose this option. This is not possible in a school 
or group environment. In this case, other considerations 
arise, such as the prior knowledge of the teacher and the 
usable time frame. Over the last few years, the number of 
hours spent on computing and within programming has 
decreased. Consequently, teachers are seeking ways to 
search for opportunities. 

At present (2017), maturity exams can be selected from 
Pascal, C ++, C #, Visual Basic, Java, Python languages 
[1]. According to the programming language topology 
(TIOBE index) [2], this is a list of trends, from which 
Pascal hangs a bit from the line. This programming 
language has historically played a significant role in the 
Hungarian computer science education and is currently 
being implemented. So it can be justified to include it on 
the list. 

I have been preparing for graduation for many years, 
but so far Python has not been educated. Several 
colleagues have a positive experience of using and 
teaching the language. So I came to see the time to look 
more closely at the potential. If I get caught, I tried to read 
on the Internet or read it in the literature [4]. 

A. Dating 

After the first chat, reading the Internet, you can place 
the language you want to know. Python is a general 
purpose, high level programming language. When 
designing the language, the readability and facilitation of 
programming work were emphasized. 

Python supports functional, object-oriented, imperative, 
and procedural programming paradigms. It uses dynamic 
types and automatic memory management. The Python 
interpreter language, ie the source and object code is not 
separated.[3] 

We can use it in a variety of areas: for web applications, 
desktop applications, game development, but many 
systems use it as a snap language (SPSS, PostreSQL). 

There are several tools for programming. You can 
choose between IDLE and WinPython in maturity exams. 
For the learning process, we can use any of our favorite 
text editor, as it is widely supported because of the 
prevalence of language. Larger systems also support this 
language, so they can be used in Visual Studio, Eclipse, 
Netbeans, as well. There are some systems that prefer this 
language. Such are the many popular PyCharms and 
NINJA IDEs. For the first steps, I used Komodo Edit, then 
I asked for a 1-year educational license for PyCharm and 
started learning about language. 

II. FIRST STEPS 

A. Language elements 

When I get acquainted with the language elements, I 
use the 2017 code of the general exam level exam. You 
can download the text of the task and its source file from 
http: //oktatas.hu. The official solution was released this 
year in C #. During the initial steps, I tried to use simple 
solutions. An important aspect was the ability to teach in 
learning. 

Using the Python Console is a useful tool at the 
beginning of getting started. Here, you can see the result 
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of our instructions, and any outputs. This is very useful 
during the first step of the educational process. 

The first significant difference is the significance of 
formatting compared to the other languages used in the 
exam. Missing the instruction block with the characters. 
This can be done by formatting. This in the first place is 
an advantage, as educational experiences show that it is 
natural for students. In the case of other languages, the use 
of code templates has less problems in this field. 

1. for m in tesztek:   
2.     if beKod == m["kod"]:   
3.         print(m["megoldas"])   
4.         keresett = m   

The counting cycle shown in the previous example 
forms a statement block. The statement block of the 
conditional statement consists of the "print" and the 
assignment instructions. 

The assignment was the usual marking. It is possible to 
multiply it. This can be seen in the first line. Multiple 
Assignments can be used in another form. this is 
equivalent to a = 0; b = 1. This instruction allows you to 
exchange values for variables. This is shown in the third 
row. 

1. a=b=c=2   
2. a, b = 0, 1   
3. a, b = b, a   

Conditional statements do not include a multiple 
conditional statement. This if ... elif ... must be solved. 
When using the terms, it is possible to use the relationship 
of mathematics classes. Example of solving problem 6. 

1. if k <= 5:   
2.     pontszam += 3   
3. elif 6 <= k <= 10:   
4.     pontszam += 4   
5. elif 11 <= k <= 13:   
6.     pontszam += 5   
7. elif k == 14:   
8.     pontszam += 6  

The language knows the conditional term. Its shape 
differs from the usual C-like language. 

1. kisebb = a if a<b else b   

For cycles, the back tester is not among the language 
elements. This can be replaced by the first time with the 
(while) test. 

1. while True:   
2.     utasítások   
3.     if <kilépési feltétel>:   
4.         break   
5.     (további utasítások)  

Here is another language for the break and continue 
statements. They only apply to one cycle. 

The "for" cycle can be used extensively. Its operation is 
fundamentally different from the usual. It does not go 
through a series of numbers, but it does enter something. 
That is, it is not a "counting" cycle, but a "crawling" cycle. 
Here is no cycle variable in other languages. This is more 
like a foreach in C #. We can go through all the elements 
of a multitude (eg a list). For example, for task 5. 

1. dbJo = 0   
2. for m in tesztek:   
3.     if helyes[s] == m["megoldas"][s]:   
4.         dbJo += 1   

You can also use cycles in numeric order using a 
function. The range () function generates an interval as a 
return value, and the resulting list goes through the for 
cycle. This way we can produce a cycle close to a 
traditional one. This could be used to map the solutions 
stored in the string by character in task 6. Here, since 14 
questions were included in the test, the range () function 
produces a 0-13 interval. 

1. for k in range(0,len(helyes)):   
2.     if helyes[k] == m["megoldas"][k]:   
3.         if k <= 5:   
4.             pontszam += 3   
5.         elif 6 <= k <= 10:   
6.             pontszam += 4   
7.         elif 11 <= k <= 13:   
8.             pontszam += 5   
9.         elif k == 14:   
10.             pontszam += 6   

Repetitive structures may have another branch. This is 
different from the other programming language that can 
be used for the exam. This branch will be executed if the 
cycle has run through the list (for case) or if the condition 
is fake (while). It will not be executed if the cycle is 
interrupted by the break command. 

1. while <feltétel>:   
2.     utasítások   
3. else:   

4.     utasítások   

Many people like to solve each task individually. This 
will make the solution more understandable. To do this 
you need to know how to use the functions. The function 
is specified as follows. 

1. def feladat2():   
2.     print("2. feladat: ")   
3.     print(" A vetélkedőn {0} versenyző 

indult.".format(len(tesztek)))   

You can specify parameters as usual, return the value to 
the return. Here's an interesting opportunity to see, this is 
multiple value reproduction. In the example below, 6 and 
9 are printed. 

1. def fuggveny(x):   
2.     return x*2, x*3   
3. a,b = fuggveny(3)   
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4. print (a," ",b)  

It is also possible to enter local functions similarly to 
the Pascal language. 

1. def fgv():   
2.     def alfgv():   
3.         print("alfgv vagyok")   
4.     print("fgv vagyok")   
5.     alfgv()  

The data structure like arrays is multi way in Python: 
list, tuple, dictionary. 

The most versatile composite data type of Python is a 
list (list) that can be entered as comma separated values in 
square brackets. The elements in the list do not have to be 
of the same type. 

1. gyumi=["alma",260, True, 12.5]   

2. gyumi2=[["alma","körte","meggy"],260]   

The second line shows that the list item can be a list. 
You can refer to the element of that list by block from 0. It 
is also possible to refer to several elements of the list 
(slices, parts), for example: 

1. gyumi[1:3]->[260, True] 

It is also possible to access the list from the back, so 
negative indices are used. For example, the last element 
can be referred to as a gyumi[-1]. 

To manage lists, you can use append, extend, insert, 
remove, pop, index, count, sort, reverse. These can be 
used as stack or row data structures. This is useful for 
problem solving. 

"Two-dimensional array" is used in maturity exams. 
We can do this with a list in the list. This is like a one-
dimensional array implemented in one-dimensional array 
in other languages. 

1. lista=[[2,3],[5,6],[8,9]]   
2. s = ""   
3. for x in lista:   
4.     for y in x:   
5.         s += " " + str(y)   
6.     s += "\n"   
7. print(s)   

Listing is facilitated by so-called "list mapping". You 
can then perform a particular action on all the items on the 
list, and then create a new list. You can view it quickly on 
the console. 

1. >>> lista=[1,2,3,4]   
2. >>> lista = [elem*2 for elem in lista]  
3. >>> lista   
4. [2, 4, 6, 8]  

Like a list, a structured data structure for storing 
different objects is tuble. Contrary to the list, the elements 
can not be modified here. This may be useful if you have 

to work with fixed elements, such as the names of days 
and months. 

1. napok = ('hétfő','kedd','szerda','csütö
rtök','péntek','szombat','vasárnap') 

Use dictionary to perform record-like data storage. You 
can store key-value pairs here. As an example, the 2013 
"Választás" taskbar, where you can enter pairs of party 
abbreviations and names. Using the dictionaries with a 
list, we can implement traditional, structured, record-
keeping data storage. 

1. partok={"GYEP":"Gyümölcsevők Pártja", 
2.         "HEP":"Húsevők Pártja",   
3.         "TISZ":"Tejivók Szövetsége", 

4.         "ZEP":"Zöldségevők Pártja", 

5.         "-":"Független jelöltek"} 

The String object can not be modified. Its use is the 
same as in the lists, that is, a list of roundabouts. We have 
methods for implementing string actions. Of these, the use 
of the strip should be highlighted. After scanning 
(console, file), we need to remove whitespace characters. 
You can do this with the strip (). 

Handling sets as a standalone data type can be 
implemented. Creating it with set (). This had to be 
repeatedly used in the maturity quiz of recent years. For 
example, in the May 2013 taskbar, to define themes. 

1. temak=set()   
2. for tema in adatok:   
3.     temak.add(tema)   
4. print("A temakörök:", ",".join(temak))  

You can create a set from an existing list. 

1. >>> kosar = ['alma', 'meggy', 'alma', '
cseresznye', 'meggy', 'alma'] 

2. >>> gyumi = set(kosar)   
3. >>> gyumi   
4. {'meggy', 'alma', 'cseresznye'}   

The usual actions can be done on the sets: containment, 
embedding, deleting, engraving, union, difference, 
symmetric difference (in, add, pop, remove, discard, &, |, 
^). 

In tasks, it is often necessary to sort the stored data. We 
now have the option to use traditional sorting algorithms, 
but the language provides a way to sort the lists. 

1. lista = [5, 3, 4, 1, 2]   
2. for i in range(len(lista) - 1):   
3.     for j in range(i + 1, len(lista)):  
4.         if lista[i] > lista[j]:   
5.             lista[i], lista[j] = lista[

j], lista[i]   
6. print(lista)   
7. lista = [5, 3, 4, 1, 2]   
8. lista = sorted(lista) 
9. print(lista) 
10. lista = [5, 3, 4, 1, 2]   
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11. lista.sort(reverse=True)   
12. print(lista)  

In the example, the bubble algorithm is first seen. then 
the shorted () function, which creates a new list that is 
generated as a parameter. In the third solution, sorting is 
done locally. Sorting is done in descending order by 
specifying the parameter. For a more complex list, sorting 
() is sorted by the first "column". If you want something 
else, you can set this with the key parameter. 

1. import collections   
2. Diak = collections.namedtuple("Diak","N

ev,Szulido,Magassag,Tomeg")   
3. peldaLista=[]   
4. peldaLista.append(Diak("Nagy Anna","200

0-10-10",170,70))   
5. peldaLista.append(Diak("Szép Éva","2012

-10-10",120,30))   
6. peldaLista.append(Diak("Nagy Attila","2

011-1-21",180,68))   
7. print(*sorted(peldaLista,key=lambda  

adat:adat.Tomeg),sep='\n')   
8.    
9. peldaLista2=[]   
10. peldaLista2.append(["Nagy Anna","2000-

10-10",170,70])   
11. peldaLista2.append(["Szép Éva","2012-

10-10",120,30])   
12. peldaLista2.append(["Nagy Attila","2011

-1-21",180,68])   
13. print(*sorted(peldaLista2,key=lambda  

adat:adat[3]),sep='\n')   

In the first example, we see a solution when naming the 
column data stored in the list and naming it for the sort 
key. In the second example there is a list with a list to 
complete the sorting. You will then need to enter the 
"column" number at the key. 

Reading like array: 

1. fajl=open("valaszok.txt")   
2. adat =[]   
3. for e in fajl.readlines():   
4.     adat.append(e.strip().split())   
5. print(adat)   

Reading like record in the dictionary: 

1. adat2=[]   
2. fajl=open("valaszok.txt")   
3. i=1   
4. for e in fajl.readlines()[1:-1]:   
5.     (kod,megoldas) = e.strip().split()  
6.     valasz = {   
7.         "sorsz": i,   
8.         "kod": kod,   
9.         "megoldas": megoldas   
10.     }   
11.     adat2.append(valasz)   
12.     i+=1   
13. print(adat2)   

In case of random number generation, we can choose 
from several solutions. 

1. import random   
2. print(random.randint(1, 6))   
3. print(random.random() * 100)   
4. print(random.choice(['alma', 'meggy', '

cseresznye']))   
5. print(random.randrange(0, 101, 5))   

The autumn maturity of 2015 had to produce random 
coins at random, so we can easily do that on the basis of 
the above. 

1. import random   
2. print("A pénzfeldobás eredménye:",rando

m.choice("IF") ) 

In the 2016 "Zár" task sequence, a series of codes had 
to be produced. This is also easy to solve. With the sample 
method, you can create a given number of samples from a 
given pattern and then merge it. You can see it on a 
bracket. 

1. sorozat = random.sample("0123456789",5) 
2. sorozat 
3. ['0', '3', '5', '7', '8']   
4. print("".join(sorozat))   
5. 03578   

 

B. Experience in solving task series 

After the basic elements of the language I tested a 
complete set of tasks. I solved the last "Test Competition" 
task in 2017. This can be considered as a mixed task, as it 
is possible to use record-based thinking, and handling text 
data (strings) is also needed. The exact description of the 
task and the source file can be found at 
https://dari.oktatas.hu/kir/erettsegi/okev_doc/erettsegi_201
7/e_inf_17maj_fl.pdf. 

The task series evaluates a contestant's response to test 
tasks by using a text file. The tasks have been solved by 
means of subprograms for ease of comprehension. 

The first task is to read the data. The text file has been 
included in a global list of data. 

1. def feladat1():   
2.     print("1. feladat:")   
3.     adatok=[]   
4.     fajl=open("valaszok.txt")   
5.     global helyes   
6.     helyes = fajl.readline().strip()   
7.     #tovabbi adatok beolvasasa   
8.     i = 1   
9.     for sor in fajl:   
10.         sor = sor.strip()   
11.         reszek = sor.split()   
12.         valasz = {   
13.             "sorsz": i,   
14.             "kod": reszek[0],   
15.             "megoldas": reszek[1]   
16.         }   
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17.         adatok.append(valasz)   
18.         i = i+1   
19.     #print(adatok)   
20.     fajl.close()   
21.     return adatok  

The second task is for the starting competitor. This can 
be done by using the length of the list. 

1. def feladat2():   
2.     print("2. feladat: ")   
3.     print(" A vetélkedőn {0} versenyző 

indult.".format(len(tesztek)))   

The third task is to request a competitor's details. Here 
is a linear search query. 

1. def feladat3():   
2.     print("3. feladat:")   
3.     global keresett   
4.     beKod = input("A versenyző azonosít

ója = ")   
5.     for m in tesztek:   
6.         if beKod == m["kod"] :   
7.             print(m["megoldas"])   
8.             keresett = m   

In the fourth task, the correct solutions of the 
competitor requested in the given form have to be given. 
The "sought-after" contestant's solutions are per character 
and weigh the output into a text variable. 

1. def feladat4():   
2.     print("4. feladat")   
3.     global helyes   
4.     global keresett   
5.     print("{0:s} (a helyes megoldás)".f

ormat(helyes))   
6.     ki = ""   
7.     for k in range(0,len(keresett["mego

ldas"])):   
8.         if helyes[k]==keresett["megolda

s"][k]:   
9.             ki =  ki + "+"   
10.         else:   
11.             ki = ki + " "   
12.     print("{0:s} a versenyző helyes vál

aszai".format(ki))   

In the fifth task, the success of a given task solution has 
to be expressed in percentage. When a solution is made, a 
count is to be made. 

1. def feladat5():   
2.     print("5. feladat")   
3.     beFeladatSorszama = int(input("A fe

ladat sorszáma = "))   
4.     dbJo = 0   
5.     for m in tesztek:   
6.         if helyes[beFeladatSorszama] ==

 m["megoldas"][beFeladatSorszama]:   
7.             dbJo += 1   

8.     print("A feladatra {0} fő, a versen
yzők {1}%-
a adott helyes választ.".format(dbJo,ro
und(dbJo/len(tesztek)*100,2)))   

In the sixth task, the score of the competitors must be 
saved to an output file. Scores are given in advance for 
each task. Two embedded cycles should be used in the 
solution. One of the contestants goes the other way for 
each competitor's responses. You can also use elseif for 
the scores. The solution described illustrates the 
standardization in mathematics, which is different from 
other programming languages. The list of points7 will be 
useful when solving the seventh task. 

1. def feladat6():   
2.     print("6. feladat:")   
3.     global helyes   
4.     global pontok7   
5.     kiFajl = open("pontok.txt","w")   
6.     for m in tesztek:   
7.         pontszam = 0   
8.         for k in range(0,len(helyes)): 
9.             if helyes[k] == m["megoldas

"][k]:   
10.                 if k <= 5:   
11.                     pontszam += 3   
12.                 if 6 <= k <= 10:   
13.                     pontszam += 4   
14.                 if 11 <= k <= 13:   
15.                     pontszam += 5   
16.                 if k == 14:   
17.                     pontszam += 6   
18.         kiFajl.write("{0} {1}\n".format

(m["kod"],pontszam))   
19.         pontok7.append([pontszam,m["kod

"]])   
20.     kiFajl.close() 

In the seventh task, prizes must be awarded based on 
the scores obtained. First of all, we perform the orderly 
scoring according to the scores, and then the prizes are 
paid out to ensure that the prize winners do not lose. 

1. def feladat7():   
2.     print("7. feladat:")   
3.     global pontok7   
4.     rendezett = sorted(pontok7, reverse

 = True)   
5.     db = 1   
6.     i = 0   
7.     while i<len(rendezett) and db <= 3: 

8.         print(db, '.díj','(',rendezett[i
][0], 'pont):', rendezett[i][1])   

9.         if i + 1 < len(rendezett) and r
endezett[i+1][0] != rendezett[i][0]:   

10.             db += 1   
11.         i += 1  

The task was not particularly difficult. Python could be 
solved in 45 minutes without practice. 
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III. SUMMARY 

Compared to the solutions of Python's own and others, 
there is no significant difference between the official 
solutions and the comparison. Regarding solutions, there 
is no difference in the number of rows if we omit the 
blank of "{}" of the official solution. It is felt that data 
storage is more flexible than in other more traditional 
languages. In addition to the scans, the use of Python was 
convenient (and therefore more advantageous) for sorting. 

During the study and testing of the language, it became 
clear to me why Python was growing fast. On the basis of 
the many positive feedback it can be stated that it is worth 
trying the language and introducing it into secondary 

education. However, I consider it implausible that Python 
does not play a significant role in the Hungarian higher 
education. Thus, entering the higher education of the 
students who are going to take part can be 
disadvantageous. 
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Abstract— In the past years, higher education institutions 

have measured their knowledge of enrolled students. Then, 

in the knowledge of this, they had to catch up with catchy, 

leveling lessons for the poor performing students. The 

technical backgrounds usually measure mathematics and 

physics and measure incoming students. At the Alba Regia 

Technical College of Obuda University, the demand for IT 

was raised in the informatics fundamentals. On the basis of 

past experiences, students experience great differences in 

knowledge. So there is a need to assess the knowledge we 

have so far. Thus, in a fortunate situation, students with 

nearly the same preconceptions could be divided into 

common practice groups. This helps to educate and provide 

opportunities for talent management. In the thesis the 

evaluation of the questionnaire and the deduction of the 

experiences are presented. 

 

I. INTRODUCTION 

In AMK Óbuda University has been in the field of 
engineering for a number of years, including IT training. 
Over the years, several ideas and curricula have been 
formulated. At present, the introduction of curriculum E is 
currently being introduced, which includes the curricula 5. 
Continuous change is not surprising since IT is a 
constantly changing area. The University of 
Székesfehérvár has been operating as an independent 
center for several years. So you have greater autonomy, 
which allows you to take into account local specialties. To 
make the most of these opportunities, this year we 
conducted a questionnaire survey among incoming 
engineer-informatics students. 

At the Óbuda University (similar to other universities), 
in-school students have been measuring mathematical and 
physical knowledge for many years. For these subjects, it 
is easy to determine the level they should know about the 
students, since it has centrally provided them. Thus, after 
the knowledge assessment, students are bound to catch up 
whenever necessary. 

This is not so in terms of programming pre-requisites. 
Programming is taught in specialized vocational 
secondary schools / specialty schools, as part of the 
preparation for high school graduates in grammar schools. 
So there are significant differences between the incoming 
students. The situation is further hardened by the fact that 
many students are self-educated or otherwise self-serving. 
So you gain a lot of knowledge and pre-qualification. 

In this year's first questionnaire we did not ask for 
material knowledge, but we were just wondering how 
much and what they were learning. What are your plans, 
what areas are interested in the coming students? We have 
not studied the depth of their knowledge. We want to 
realize this next year. 

II. QUESTIONNAIRE 

A. Design, measurement 

The questionnaire was filled for the first time with 
newly arrived students. We did not want the questionnaire 
to be long and complicated first. Trusting that honest 
filling will be bigger. The questionnaire consists of 14 
questions, 11 of which are professional. 

The measurement was completed by the first semester 
of the software design and development course. A total of 
95 people completed the questionnaire. 

The results of the questionnaire were supported by 
SPSS [1] and MS Excel software. 

B. Questions 

At the beginning of the questionnaire there is a brief 
introduction, and he asks for the respondent's form of 
training, gender for maturity and school type of school. 

Next, information and programming issues arise. First 
of all, the questionnaire was asked about the preliminary 
knowledge: whether it had matured from IT, whether OKJ 
training, what programming languages were learned 
within and outside the education system? Then the 
questions that students will study are their IT interests, 
orientation and students' future plans: whether they want 
to attend B.Sc., M.Sc., what kind of specialization they 
choose, what areas they are interested in programming, 
what kind of attitude (engineering or informatics), what 
kind of programming language would you learn? After 
completing the questionnaire, questions are asked about 
catching up and talent management. 

 

III. EVALUATION 

A. Analyzes 

The questionnaire was completed by 95 first students, 
54 of them B.Sc., 33 Fsz and 8 did not respond. The 
gender distribution is 82 women and 13 men. 52 high 
school graduates and 43 secondary vocational schools. 
This is foresaw, as grammar schools have a minimum of 
computing hours. Based on the maturity year, it is possible 
to deduce age distribution. 
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Figure 1.   Question 4 

 
Figure 1 shows that 79% of applicants have matured in 

the last 3 years. 

The proportion of computer science graduates is shown 
in the following table (Figure 2). 

Informatika érettségi vizsga típusa 

  
Frequency Percent 

Valid  
Percent 

Cumulative  
Percent 

Valid 
nem 10 10,5 11,5 11,5 

közismereti 
középszintű 

62 65,3 71,3 82,8 

közismereti 
emeltszintű 

8 8,4 9,2 92,0 

ágazati 
 középszintű 

5 5,3 5,7 97,7 

ágazati 
 emeltszintű 

2 2,1 2,3 100,0 

Total 87 91,6 100,0  

Missing 
System 8 8,4   

Total 95 100,0   

Figure 2.  Question 5 

It can be seen from the table that a total of 15 students 
from the 95 year-old students selected a degree program 
where the programming skills are displayed. Based on 
this, it would be difficult to think of a group break that 
helps talent management. You have to choose another 
form for the university. 

The following question revealed that 14 people had an 
ITC. This is surprising given the high school graduates, as 
they gain higher knowledge of OKJ training. 

We also received unexpected values for the distant 
plans of students. 46% of respondents are planning to get 
a M.Sc. degree. This is not in line with the opinion of the 
graduate students. 

An important area is exploring prior knowledge. Thus, 
two questions related to the programming languages 
learned so far. Since many people are learning to program 
outside of the education system, so there was a separate 
question. 

Measured results for languages learned within the 
educational system. (Figure 3) 

 
Figure 3.  Question 4 

 

Measured results for languages studied outside the 
educational system (Figure 4) 

 

Figure 4.  Question 4 

 

Comparative summaries of the answers to the learned 
programming languages are shown in the figure below 
with the value table (Figure 5). 

 

Figure 5.  Question 8-9 

 

In the course of the responses several students could be 
given the language. 41 enrolled within the educational 

AIS 2017 • 12th International Symposium on Applied Informatics and Related Areas • November 9, 2017 • Székesfehérvár, Hungary

- 138 -



system programming language, languages, and 21 learned 
in other ways. Within the education system, Pascal is still 
a major player. Pascal was replaced by C #. In addition to 
the education system, the distribution is even more 
balanced for students. We can see a large number of Java 
and C / C ++ students. Interestingly, Python is higher than 
the educational system value. This language is becoming 
more and more popular among both students and teachers, 
but it is not yet reachable in foreign countries. The main 
language of our university is C #. Based on the above 
data, this is a lucky choice. It is interesting to note that, 
despite the gradual rise of C # language, most universities 
do not follow this trend, as the University of Óbuda is the 
only one who uses this programming language as a basic 
language. More than the other response options, PHP and 
HTML have been typed. Responding to HTML refers to 
conceptual deficiencies, as this cannot be considered a 
programming language. 

One central issue was the professional orientation of the 
students. The question was asked how students feel more 
affinity for the engineering course or the IT field? 

 
Figure 6.  Question 10 

 

The ratios are well illustrated by a pie chart from the 
table (Figure 6). (Figure 7) 

 
Figure 7.  Question 10 

 

It can be stated that students coming to the Alba Regia 
Technical Faculty are mostly interested in informatics 
skills. This is an important achievement, since when 
designing the specializations and the nature of the 
training, this must be taken into account. This is also 
reflected in the thesis work as a major part of the topics 
comes from software development. 

Respondents could name the specialty they would like 
to deal with most. Here, the largest number of 
specialization related to network and software 
development has been named. 

Then specific nominated areas of interest were selected 
by the students. The choices are: 

 console applications / theory 

 mobile applications 

 web applications 

 Robot programming 

 desktop applications 

 programming embedded systems 

 games 

 PLC programming 

 database programming 

 Other 

The results are shown in the diagram (Figure 8). 

 

Figure 8.  Question 12 

 

The answers reflect current trends: games, mobile, web, 
and robots. (Figure 9). 

 
Figure 9.  Question 12 

 

Then the respondents had to name it. Again, the same 
are the same among the answers. 

The bar graph shows the relationship between listening 
students and talent management. It is interesting to note 
how much greater willingness to catch up than talent. 
(Figure 10.) 
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Figure 10.  Question 12-13 

Lastly, it was a question of how to learn if the student 
could choose. (Figure 11.) 

 

Figure 11.  Question 14 

The frequency table shows the preferred C # language. 
In addition, C / C ++, Java, Python is popular among 
students. With respect to the curriculum [2], C # and Java 
are included in the master material, while C / C ++ can be 
learned as optional subjects. 

 

IV. SUMMARY 

The results basically proved the experience so far. Since 
our university has a good relationship between students 
and students, there were preliminary information on the 
subject. If we want to follow student expectations, the 
information technology of our training needs to be 
strengthened. Surveying the possibility of strengthening 
the training of software development. Network knowledge 
is currently a specialist. So this serves the student's needs. 

Preliminary knowledge is strongly different from the 
questionnaire. Thus, in the coming years, it would be 
advisable to assess this quality, thus enabling 
opportunities for catching up and talent-providing. 
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Abstract—In this paper I describe how the Local 

Transportation Route Planner Android Mobile Application 

of Székesfehérvár was developed. The graph build and 

search algorithm was written in Java language and it was 

already ready to use, so the task was to create forms for the 

user data input and display the results in a proper way. 

Optimizations needed to be done on the graph build and 

search algorithm, due to the different resources on the 

mobile platform. Finally, the GUI was improved to be faster 

and nicer. 

I. INTRODUCTION 

Local transportation route planning applications of 
Székesfehérvár is accessible through the company’s web 
page, which is not suitable for mobile devices. Because 
this platform is very handy during travel, I decided to 
create the application for mobile devices. 

At this point of the development, the graph build and 
search algorithm was already ready to use. It’s input 
parameters are the start and arrival station, and the start 
time. Its output is a list of possible travel routes. The data 
source is a database with the local transportation’s 
schedule. You may read about these topics in my previous 
papers. 

II. PLATFORM 

To choose the proper mobile platform I considered the 
distribution of the operating system in Hungary, and the 
conditions to develop and distribute the software. 
Currenty there are three major operating systems on the 
market: Android, iOS, Windows.  

 

Figure 1.  Market share of different mobile operating systems, 2017 

September, Hungary [1] 

 

The data shows that nearly 4 of 5 phones are using 
Android operating system in Hungary. Besides it is well 
distributed, the Android development software - the 
Android Studio - is free for use, thus it is the best choice. 

The different versions of the operating system use 
different API levels, which are backward compatible. 
Application for the newer systems have more 
functionality, but have less devices to run on. 

 

Figure 2.  Market share of different Android versions, 2017 September, 

Hungary and worldwide [2][3] 

The data on Figure 2. presents that the Hungarian and 
worldwide trends have correlation, but the newer systems 
are slightly less present here. Because the functionality 
required for this application are present in the early 
versions of the Android operating system, I decided to use 
the 4.1 version. 

III. DESIGN 

A. Database 

The application does not require other databases than 
the schedule’s, because it is not using large amounts of 
data which would make it necessary. The design of the 
schedule’s database is described in my previous paper. 

B. User Interface 

On Android, the forms and data are displayed on 
Activities. This application emphasizes functionality, 
displaying each screen on different activity is the easiest. 

The Main Activity is the starting activity. I will display 
quick information on this screen, now it displas a simple 
welcome message. Because the user can navigate to five 
different activities from here, the best solution was to use 
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a dropdown menu, which is placed on the top right corner. 
The most important activities have an information bubble 
on the bottom right corner, which displays a quick help 
about the form or the data on the screen. 

 

Figure 3.  Main Activity plan 

The route planning algorithm requires the start and the 
end station from the user. The best choice is using 
dropdown list to select one of Székesfehérvár’s 171 
stations. Often the passengers would like to travel back to 
the station they came from, it is practical to place a button 
to the UI which switches the start and the end station. 

 

Figure 4.  Route plan activity plan 

To use the proper schedule, the application needs to 
know which date the user would like to travel, therefore, a 
date select option is required. The Android framework 
provides a date picker fragment, which can be displayed 
in a pop up window. To spare space on the form, I decided 
to display the selected date on the button. The default date 
is the actual today. If the user changes the date, and would 
like to go back to the actual day, pressing the “Today” 
labelled button will do it. Also, the software displays the 
selected day’s work schedule (working day, non-working 
day, etc.) with a light gray color. This way the users can 
be sure, they selected the proper date. 

The search algorithm also requires the start time, when 
the user plans to travel. To choose time, the Android 
framework provides a time picker fragment which could 
be displayed in a popup box too. As the date picker 
button, this also displays the selected time as the label of 
the button. There is also a button, labelled “Now”, which 
changes the selected time to the default value. 

After pressing the route planning button, the graph 
build and search algorithm starts to run. The results are 
displayed on another activity. Because this process will 
take a second at least, it is necessary to run this task on a 

separate thread, otherwise the application would be non-
responsive. Meanwhile a popup window displays an 
information about the process.  

 

Figure 5.  Route plan results Activity plan 

The results of the search algorithm are stored in a list. 
The application presents this in an easily understandable 
way, where the start time, the arrival time, the length of 
the travel, and the required lines’ number are displayed in 
a box. The screen must be scrollable, because the list may 
not fit on the device’s screen in one piece. If the user 
clicks on a plan, the application switches to the next 
activity, where the details are shown. 

 

Figure 6.  Route details Activity plan 

On this activity, the user gets information about when 
the bus will arrive to the station, where he should change, 
and how long must he wait.  

These “time data” is only predicted, because a few 
minutes delay from the schedule could be caused by the 
traffic. 

IV. DEVELOPMENT 

A. Convert MySQL database to SQLite 

The best format to store the schedule’s database on the 
device is SQLite [4], because the Android system handles 
it natively [5], a third-party software is not necessary, and 
it is easy to make queries through the Android API. 
Because each database is a separate file, it is easy to add it 
to the project, or download them from the internet later. 

To convert the existing MySQL databases to SQLite, I 
wrote a PHP script. It queries the names of the databases 
on the MySQL server, then sequentially opens them. After 
that it makes a query for the tables in the database. The 
script runs a table creator query on the SQLite database, 
based on the lists the fields’ name and type. This data is 
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queried by the DESC `tablename` command. After the 
tables are created, the data are copied by a SELECT 
command on the MySQL server and an INSERT INTO 
command on the SQLite database. 

The queries on the SQLite database take long time, 
because each one writes the data directly to the hard drive. 
This process took 10-15 minutes, with constant usage of 
the HDD. Therefore, I installed a software called 
RAMDisk, which creates a virtual drive in the working 
memory. I changed the script to create the database on this 
virtual drive, and the process took only 30 seconds. After 
that, I copied the files to the hard drive, and added them to 
the project. 

B. Adding the graph build and search algorithm 

It was easy to add the graph build and search algorithm 
to the project, because it was written in Java language, 
which the Android Studio uses too. 

On the desktop computer, I used MySQL as data source 
for the algorithm, with JDBC connector. The Android 
system handles the SQLite database natively, with its own 
API. To make the graph algorithm portable, I made an 
abstract class named Model with the necessary functions, 
then made a MySQLModel and an SQLiteModel class, 
which extend the Model class. The graph algorithm uses a 
variable with Model class, initialized in the main program 
on in the main activity with the proper constructor. 

C. Graph algorithm optimalization 

I had to optimize the graph build and search algorithm 
on the desktop computer, because a usual search took 
more than 20 seconds. 

The following optimizations were made: 

 Build only the part of the graph which is between 
the timespan of the travel. 

 Build only the part of the graph where the bus 
lines go through either the start or the end 
station. 

 Store the walked path in a tree structure, rather 
than lists, which uses less memory and less 
process time. 

 

 

Figure 7.  Algorithm runtime before and after optimalization on 

desktop 

The optimization made a good result as seen in Figure 
7. 

The algorithm were copied to the mobile application, 
and a search were triggered by a button with preset 

parameters. The algorithm ran for 48 seconds, and the 
90% of this were the queries within graph build. 

When the graph is building, first it queries all the depart 
times of the buses, then queries the route of the bus for 
every depart time. This way there were as many queryes 
as many depart times in the database. 

I modified it to make only one query, which gets every 
lines’ every stop in the schedule in ascendin order by line 
id and arrive time. This way the build time became less 
than a second. 

D. Graphical User Interface 

On Android, to make the development faster and 
efficient, the visual interface design and the coding are 
separated. There is a visual editor to create the 
application’s user interface. For the coding, the editor is 
an IntelliJ IDE variant. In the code, the controllers are 
accessible though their ID, and event handlers can be 
attached to them. 

First, I created the main activity, added the visual 
controllers to the GUI, and wrote the code for it. When 
new activities must be started, I created them the same 
way. The main activity checks if there is a new database 
available on the web server, and download it, if it is 
necessary. It also opens the database connection, and 
initializes them for the graph build and search algorithm. 

The long running tasks are called asynchronously, 
therefore they can run independently form the GUI, thus it 
can always respond to the user’s input. 

V. USER FEEDBACKS 

The first version was uploaded to Google Play 
application store, and private beta test was created with 10 
volunteers. The feedbacks were all positive, and they 
suggested new functions. 

A. Minimal value for change time 

Buses can come late due traffic. The minimal change 
time between lines were set to 1 minute by default, but the 
routes with such small waiting time are often impossible. I 
have added an input, where the user can change this 
setting, and adjust it to the to the first bus. (Figure 8.) 

B. List of favourite stations 

Passengers usually travel between a small number of 
stations, for example home, work, etc. The user can mark 
stations as favorite, and then later can select stations from 
this short list. (Figure 9.) 

C. Shortcuts on the Main Activity 

The three most used menus (route plan, stations, lines) 
can be accessed quicker, with a shortcut on the Main 
Activity. (Figure 10.) 

D. User friendly display with cards. 

There is no point create too many visual elements for a 
list or table on Android system, because they obtain a lot 
of resource. Instead, the RecycleView controller reuses 
the containers scrolled out of the screen, reinitializes and 
adds them to the bottom of the list. Such container is 
CardView, which uses a good design to separate visual 
elements. (Figure 11.) 
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Figure 8.  Minimal value for change time 

 

Figure 9.  Adding stations to favorite list 

 

Figure 10.  Shortcuts on the Main Activity 

 

Figure 11.  User friendly display with cards 

VI. CONCLUSION 

I successfully designed and developed an algorithm 
which is capable to create a mathematical structure for a 
search algorithm, based on the schedule of 
Székesfehérvár’s local transportation. The route-planner 
algorithm proceeds on the structure by the given rules and 
creates an output, which visualizes the recommended 
route for the user in an easily understandable way by 
using various visual elements. I succeeded to create a 
proper input and output interface for the algorithm on 
mobile devices. It was glad to hear the positive feedbacks 
from my friends, and declared it very useful, because this 
information is not available on mobile devices easily, or at 
all. 

Though the application is ready to use, I must monitor 
the transportation company’s website, to follow the 
changes in the schedule, and upload the modified 
databases to the webserver. 
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Abstract — Autonomous vehicles have several sensors, that 

enable sensing their environment. Positioning with GNSS 

systems has limits regarding the availability/accessibility and 

accuracy. The positioning accuracy of these vehicles can be 

increased using the environmental sensors. Karlsruhe 

Institute of Technology (KIT) and Toyota Technological 

Institute at Chicago have created a test data set, named 

KITTI containing color and grayscale camera image series, 

lidar measurements and GPS/INS data. We study the 

suitability of these image data for positioning purposes. In 

our paper we calculate the positioning by visual odometry. 

I. INTRODUCTION 

As well as the world is developing so fast, people’s needs 
grow also. There was a huge development in the last 200 
years in the evolution of cars. The first car was designed by 
François Isaac de Rivaz in 1808. It worked with internal 
combustion engine and with hydrogen. In 1870 the first 
four-cycle, gasoline powered combustion engine came out, 
that was made by Siegfried Marcus. Nikolaus Otto invented 
the four-stroke petrol internal combustion engine and 
Rudolf Diesel made the four-stroke diesel engine. The 
beginning of battery electric car was bounded to Ányos 
Jedlik and Gaston Planté. [1] 

In the last years a new era in the evolution of cars can be 
distinguished: the development of autonomous vehicles. 
According to Wikipedia, “An autonomous car is a vehicle 
that is capable of sensing its environment and navigating 
without human input.” [2] 

This new milestone brings new problems and questions 
that the world should solve. One of them is the localization 
and navigation. Nowadays the drivers use GNSS systems 
for positioning, but for example in urban environment with 
the tall buildings the satellites are invisible and measuring 
less than four satellites, the positioning fails. Furthermore, 
even if the number of satellites is enough, the car has 
problems with the accuracy. There are two choices: GNSS 
systems must be improved to have higher accuracy, or other 
additional methods have to be involved. One of them is the 
use of highly accurate and detailed map, which contains the 
road and its surroundings. Vehicles of nowadays are 
equipped with different sensors (cameras, lidars and radar-
based sensors) to capture their environment constantly. 
Comparing the sensed data with the content of the map, the 
self-driving car can specify its location and plan its further 
path. 

There are numerous methods to solve the localization 
problem. We have applied visual odometry computed on 
the bases of Structure-from-Motion (SfM) technique, so the 
position has been derived from the captured images of the 
onboard cameras. For this experiment we have used the test 
dataset from the KITTI Vision Benchmark Suite.  

II. DATA 

KITTI is an exciting project in Karlsruhe, Germany, 
created and managed by the Karlsruhe Institute of 
Technology (KIT) and Toyota Technological Institute at 
Chicago. A Volkswagen Passat B6 was equipped with the 
following instruments: 

 1 Inertial Navigation System (GPS/IMU): OXTS 
RT 3003, 

 1 Laserscanner: Velodyne HDL-64E, 

 2 Grayscale cameras, 1.4 Megapixels: Point Grey 
Flea 2 (FL2-14S3M-C), 

 2 Color cameras, 1.4 Megapixels: Point Grey Flea 
2 (FL2-14S3C-C), 

 4 Varifocal lenses, 4-8 mm: Edmund Optics 
NT59-917. 

The system configuration is in Figure 1 and Figure 2. 

There were dozens of urban, rural ways as well as 
highways captured by the probe vehicle in Karlsruhe and 
the surroundings. An eight core i7 computer with a RAID 
system, running Ubuntu Linux and real-time database was 
used to record the obtained data. All cameras were directed 
forward. 

The freely available dataset can be used for several 
purposes: stereo image processing, optical flow, visual 
odometry, 3D object detection and 3D tracking. The 
researchers are supported by evaluation metric, so new, 
improved methods can be validated. [3] 

We have used the raw data and the odometry dataset. The 
raw data has been classified into the following categories: 
city, residential, road, campus, person and calibration. The 
zipped datasets contain four data packet: 
unsynced + unrectified data, synced + rectified data, 
calibration files and tracklets. The difference between the 
unsynced + unrectified data and synced + rectified data is 
the level of processing. In the second data group all images 
are already undistorted and rectified, and synchronized 
with all sensor observations via time stamps. The first 
dataset contains the raw data, obtained directly from the 
instruments. Tracklets are elementary labelled objects (e.g. 
car, truck, tram, pedestrian) along a track. 

We have chosen the synchronized and rectified dataset 
for our research work considering different environmental 
types. These datasets are presented with some features in 
Table 1. 
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Each dataset is labelled with a short dataset number. The 
full dataset identifier consists of the date of measuring, the 
word “drive” and the sequence number, e.g. 
2011_09_26_drive_0020, which is the 20th dataset 
recorded on 26th September 2011. All zipped dataset stores 
the following file structure in 6 directories: image_00, 
image_01, image_02, image_03, oxts and velodyne_points. 
The first four folders are for the 1392 × 512 pixel sized 
camera images in png format and a text file with 
timestamps; the first two directories contains the grayscale 
images, then the color images, respectively. The oxts folder 
contains the GPS and IMU data in txt format and a 
description of the data format and timestamps. The 
Velodyne_points folder contains the lidar data points in 
binary format and 3 timestamp files. We have used solely 
the color images of the folder “image_02” and the oxts 
directory for validation.  

A development kit with Matlab and C++ codes is also 
available to help people in the use of the data sets. [4, 5] 

III. METHOD 

The term odometry has the meaning of „route 
measurement” coming from composing two Greek words. 
In robotics, it is meant as the estimation technique of 
positioning of a wheeled robot relative to a starting 
location. It has been realized mostly by the measurement of 
wheel rotation (The so-called rotary encoders obtain the 
information e.g. in cars about the distance travelled). If the 
diameter or radius of the wheel is known, the distance can 
be calculated by multiplying the perimeter by the number 
of rotations. Beside this technique, odometry is 
continuously studied and visual odometry has also been 
invented. Visual odometry is per definition „the process of 

determining the position and orientation of a robot by 
analyzing the associated camera images” [6] 

Visual odometry requires therefore camera images being 
suitable for computing the position of the vehicle. Because 
cameras are important components of the future’s vehicle, 
big efforts have been taken to fix cameras on vehicles, to 
capture images and to evaluate them in order to support the 
vehicle control, mostly to detect obstacles, pedestrians and 
other vehicles on the road. The basic idea with visual 
odometry was the usage of these captured images also for 
deriving the position. Among the wide spectrum of possible 
solutions, our approach was focused on a mature technique 
applied in digital photogrammetry and image analysis [7]. 

TABLE I.   
MAIN PARAMETERS OF THE EVALUATED DATASETS  

Dataset 

number 

Short 

dataset 
number 

Category 
Number 

of photos 
Shape 

2011_ 
09_26_ 

drive_ 

0020 

20 residential 420 arched 

2011_ 

09_26_ 

drive_ 
0032 

32 road 390 hooked 

2011_ 

09_26_ 
drive_ 

0039 

39 residential 395 straight 

2011_ 

09_26_ 

drive_ 

0070 

70 road 1104 arched 

2011_ 
09_26_ 

drive_ 

0093 

93 city 433 broken 

2011_ 

09_26_ 

drive_ 
0095 

95 city 268 arched 

2011_ 

09_26_ 
drive_ 

0104 

104 city 312 straight 

2011_ 
09_26_ 

drive_ 

0117 

117 city 660 hooked 

2011_ 

09_28_ 

drive_ 

0001 

1 city 106 arched 

2011_ 

09_29_ 

drive_ 
0004 

4 road 339 straight 

Odometry 
dataset 

Odo city 531 broken 

 

 
Figure 1. Fully equipped probe vehicle [3] 

 

 

Figure 2. Fully equipped probe vehicle – top view [3] 
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The Structure-from-Motion technology is based on point 
features, which can be detected on the images and have 
exact identifiable position. There are interest operators, e.g. 
Förstner, Harris, Moravec, SIFT, SURF etc., which are 
standard tools in computer vision and extract points in 
images being in corners, intensity jumps, line ends. If the 
so determined points can be found in multiple images, these 
points give the possibility to couple the images in space 
(Figure 3). The more points are exactly identified and found 
in several images, the better merge can be achieved. The 
merging step is done pairwise and at the end a bundle 
adjustment can “fine tune” the whole system. After aligning 
all obtained images, the result is the relative orientation 
elements of the image projection centers. It means that the 
first image defines the coordinate system, in which the 
second image is coupled to the first one, then the third to 
the second one and so on. The coordinates of the image 
projection centers are showing exactly the movement of the 
camera carrier platform, i.e. the trajectory of the vehicle in 
a local reference system. 

The described image alignment is an elementary part of 
an object reconstruction software package, like Agisoft 
Photoscan, Pix4D, VisualSFM. The basic idea of our paper 
was to test the ability of such software in the solution of the 
visual odometry problem related of vehicular camera 
images. 

IV. RESULTS 

The positioning calculation of visual odometry has been 
conducted by Pix4D Mapper run in the cloud. The Amazon 
hosted virtual machine had two Intel(R) Xeon(R) CPU E5-
2666 v3 @ 2.90GHz processors, 36 threads, 60 GB 
available RAM and Linux 3.13.0-91-generic x86_64 
operating system (There was no need for GPU power). 

The resulting image projection centers in green can be 
seen with some spatially determined tie points in Figure 4. 
All of the projection centers visualized forms a sequence, 
where the probe vehicle has moved. This sequence is 
therefore corresponding to the trajectory of the vehicle. In 
the test set the vehicle’s navigation data is also available: 
the GPS and inertial measurements were fused and are also 
available to analyze the vehicle’s movement. In our project 
this GPS-based data was applied for validating and 

 
Figure 3. A Points obtained by interest operator being at least on 13 

images 

 
Figure 4. Image projection centers and image frames of Odo dataset in Pix4D environment 
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checking the quality of the obtained odometry measures. 
Mathworks Matlab was used for all further analysis steps. 

Odometry produces the projection center coordinates in 
a local coordinate system. The center points have to be 
transformed into WGS84 geographic coordinate system, 
where the GPS/IMU positions (stored in oxts file) are 
given. Using common points of both coordinate systems the 
necessary transformation parameters can be achieved.   

In Figure 5 we can see the oxts dataset (reference data) 
in green, and the transformed odometry data in blue. Figure 
axes represents the longitude and latitude coordinates in 
decimal degrees. 

Some differences between the two data sequences can be 
noticed. There are breakings in the sequences, where the 
continuation of the sequences could not be achieved in 
odometry, i.e. there were some problems with merging the 
corresponding images. Of course, similar gap can be 
detected also in the reference measurements, meaning that 
the GPS signal receive had also troubles.  

One can calculate an estimation for transforming the 
geographic coordinates into planar metric system. Then the 
two sequences can be compared; not only visually, but 
numerically, too. The point-by-point computation of 
differences between the odometry and reference data can 
be seen in Table II. The first column of the table shows the 
dataset short identifiers as numbers, in the next columns are 
some statistic data for the differences: the average 

 
Figure 8. The calculated trajectory (Dataset 117). (Blue – result of the 

visual odometry, green – GPS/IMU reference 

 
Figure 9. Histogram of differences for Dataset 117 

 
Figure 5. The result of Dataset 4 with black line in Matlab Webmap 

environment 

 

Figure 6. Dataset 93 in Matlab Webmap environment 

 

 
Figure 7. Dataset 39 in Google Earth environment 

Table II. 

Statistics of results of the evaluated datasets in meter 

Short 

number 

Average 

difference 

Maximal 

difference 

Difference's 

median 

1 2.6591 4.9502 2.7608 

4 18.9735 24.782 20.4966 

20 - - - 

32 58.8058 93.2657 64.207 

39 4.9704 17.4699 4.3955 

70 2.6282 3.4853 3.1438 

93 69.2613 196.2815 43.505 

95 21.1573 49.1437 17.5812 

104 1.4138 2.7006 1.3488 

117 3.2015 5.8808 3.5387 

Odo 0.6710 1.0749 0.6611 
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difference, the maximal difference and the difference’s 
median. All given features are in meter. There was some 
unacceptably high difference, they are marked in red and 
are removed from the further analyses. [8]  

For Dataset 20 the is no statistics, because there was a 
mistake in the dataset, so it has been dropped.  

There are some extremities in the differences in the case 
of Dataset 93. With this dataset the GPS measurements 
were fully chaotic, some strange errors occurred. The 
odometry has resulted a smooth, believable trajectory, that 
can be seen in Figure 8, but still this dataset was also 
dropped.  

With Dataset 32 – straight trajectory in urban 
environment – the obtained differences are mostly 
acceptable, but approaching the midpoint of the track, this 
difference reach almost 100 m. After the midpoint the 
computed trajectory goes back to the normal state (arched 
form differences). Supposedly in this case there were some 
point identification problem and systematic error in 
merging.  

Considering Dataset 95 there is a similar effect in image 
coordinates. This dataset’s shape is also arched. Figure 6 
presents a histogram of differences for Dataset 117. On the 
x axis there are the differences in meter, on the y axis, the 
frequencies, respectively. The distribution of the 
differences is almost equal, only two spikes are visible 
between 4 and 5 m. This figure illustrates that the SfM 
based visual odometry can result stabile solutions.  

We have used also another methods for displaying and 
verifying. The transformed odometry datasets can be 
shown with OpenStreetMap background, so the 
interpretation of the trajectories is easier. An example can 
be found on Figure 7 for Dataset 4 with black line on the 
beltway. Some noise can be detected at the upper end of the 
black line.  

Another presentation way is with Google Earth 
environment. In Figure 9 there is the Dataset 39 in green 
with the verifying oxts data in red.  

V. SUMMARY 

The 3-dimensional object reconstruction has been solved 
by the Structure-from-Motion technique. This algorithm 
has a processing step, when the projection centers of the 
taken images are calculated. The result is a coordinate tuple 
in a local reference system. 

Because the development of the future autonomous 
vehicles is strongly based on camera images, numerous 
equipment is developed to collect imagery. The 
combination of the image processing of the automotive 
(onboard) cameras and the photogrammetric object 
reconstruction by the Structure-from-Motion technique 

was the basic idea of our research. The results have shown 
that the projection center calculation is a possible way for 
the visual odometry solution. 

The test can point on that the captured images of 
photogrammetrically lower geometric resolution are 
suitable to execute this task. The image set collected during 
a test drive has many images, but the content change is quite 
low between consecutive images, so the similarity enables 
their coupling and the relative position could be derived. 

In the test suite several environmental types (residential, 
city and road) were chosen. The applied technique can be 
evaluated in this aspect, too. The prior expectation was that 
city has the highest variability, has the highest amount of 
image patterns, the most features can be detected there and 
so the best solutions will be there. Our most interesting 
trajectory is also in a city (Odo). This hypothesis was not 
checked directly but the city test data were mostly 
successfully evaluated. Of course, if city or residential 
roads are used and the cameras captures trees or similar 
objects along the trip, enough patterns and features are 
present to be able to solve the odometry challenge. 

Furthermore, if the odometry is solved, the spatial 
positions of the cameras are known, then using two or more 
corresponding synchronized cameras opens the way to 
apply stereo object positioning and reconstruction. This 
achievement is essential in environmental sensing and the 
vehicle control, when other vehicles, pedestrians or any 
objects on the road (like dropped cargo) must be detected 
and accidents can be avoided. 
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Abstract— Precision agriculture is a farming management 

concept based on observing, measuring and responding to 

inter- and intra-field variability in crops. The goal of 

precision agriculture is to more efficiently apply a farm’s 

limited resources to gain maximum yield. For doing that we 

need precise and frequent data about the condition of crops. 

Drones offer a very efficient way of gather data over a large 

scale operation. UAV offers farmers the chance to get easy 

access to relevant information out of a large amount of high 

quality imageries. In this study the professional mapping 

drone (eBee) was used to get data about vegetation.   The 

papers give an overview of available multispectral cameras 

used to get data of plants from drone platform. We 

examined the potential of utilizing an UAV for the 

characterization and monitoring of cultivated land. The 

vegetation indices have been used to information extraction 

from imagery. 

I. INTRODUCTION 

Modern agriculture must rely on expert knowledge and 
implement new technology to enable farmers for 
profitable production while fulfilling environmental and 
food safety conditions. The traditional methods of 
cultivation have not taken into consideration the 
variability of habitat conditions. The doses of fertilizers 
and pesticides are determined for the mean conditions of 
the field. During the traditional cultivation a large 
variation in mineralization in a given field resulted local 
overdose on rich soil or poorly fertilized on poor soil.  

Precision agriculture technology is a farm management 
system, which relies on various measurements, data 
collections and analysis, as well as decision making. 
Measurements include soil chemical and physical 
characteristics determination, grain yield and quality 
measurements, and several remotely sensed property 
determination as well. 

Precision agriculture (or precision farming) is a 
collection of agricultural practices that focus on specific 
areas of the field at a particular moment in time. This is 
opposed to more traditional practices where the various 
crop treatments, such as irrigation, application of 
fertilizers, pesticides and herbicides were evenly applied 
to the entire field, ignoring any variability within the field. 

Research concerning precision agriculture in Hungary 
started in the late 1990s [1]. In this initial phase, the study 
focuses on economical questions of the technology, such 
as return of investment or efficiency of the technology. In 
the other research authors presented technological 
development possibilities of precision agriculture. During 
their work economic circumstances (profitability) were 

mapped in a special profit-map [2]. Among other 
influencing factors on decision making. Parallel to these 
calculations optimal amount of fertilizer (nitrogen) in the 
given economic circumstances were calculated, where 
profit and energy balance would have been the best 
(optimum). Numbers of the published works are 
investigating precision plant protection issues.  It is 
important to mention that in the period prior to the 1990s 
several researches had examined the soil fertility potential 
and relationship between fertilization and yield as well. 
Berzsenyi and Györffy [3] have shown that yields depend 
on two factors: nutrition (30.7%) and genetic soil type 
(30%). However, crop yields can be greatly affected by 
soil degradation. In the case of site-specific cultivation, 
the nature of degradation within agricultural area should 
be take into consideration [4]. A number of processes of 
degradation threaten soil functions and reduce fertility of 
the area.  With the expansion of technology, several 
studies have been published that approach the precision 
management in a complex way, ‘Precision Crop 
Production’ [5], ‘The Methodology of Precision 
Agriculture’ [6]. 

The introduction of precision technologies in 
agriculture has been motivated by the high degree of 
variability of agro-ecological conditions within fields. One 
of the criterion for introducing precision agricultural 
technologies is the development of an up-to-date arable 
crop information system that provides information on 
soils, crop land cultivation, plant status, etc. This 
information can be used as starting data for cultivation, for 
predicting yield estimate. In order to set up such an 
information system, it is essential to use modern data 
gathering and analysis technologies. Remote sensing is the 
most effective tool for surveying the Earth's surface and 
tracking its changes.  

The precision agriculture is a possible way to optimize 
the economic resources. The accounting system reflects 
the changing of revenues, costs and inventory. The 
different productivity improvement methods decrease the 
waste and can optimize the level of inventory [7].  

II. DATA GATHERING BY UAS  

Recently, a new data gathering technology so called 
UAS has been released. Data collection via unmanned 
aerial systems (UAV) is a beneficial service for the 
agricultural sector. The use of these lightweight aircraft, 
operated by a remote pilot or autonomously through 
programming, provides a faster, safer and more 
economical means of collecting valuable data.  Growing 
use of UAV imagery offers farmers and agronomists the 
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chance to get easy access to individual relevant 
information out of a large amount of high quality imagery. 
These systems, commonly known as drones, can be 
equipped with hyperspectral or RGB cameras to capture 
many images of a field that can be processed to create 
orthophotos and NDVI maps.  

We have used the professional mapping drone (eBee) to 
capture high-resolution aerial photos. The images can be 
transformed into accurate orthomosaics & 3D models. 
During the image analysis the vegetation indexes were 
created. In our study the NIR camera was applied to 
capture specific imaging bands in the near-infrared range. 
This data was then run through a special processing 
algorithm to create the NDVI (Normalised Difference 
Vegetation Index) imagery, being the standard for 
documenting and assessing crop and vegetation conditions 
and health. 

A lightweight UAV platform (eBee), which is 
developed by senseFly was used throughout this study. 
The eBee is a fixed-wing UAV that weighs less than 0.70 
kg, including the camera, and has a wingspan of 96 cm. Its 
cruising speed ranges from 40 to 90 km/h, which makes it 
suitable for mapping up to 12 km2 (1200 ha) with a 
maximum flight time of 50 minutes.  

 
Figure 1. Study workflow 

 

In the ‘Flight Planning’ stage, preliminary parameters 
of UAV flight, were evaluated based on area covered by 
the test area, wind velocity, atmospheric conditions, etc. 
During the ‘Flight Session’ and the ‘Ground 
Measurements’ stage the flights took place and ground 
control point (GCP) measurements were work were done. 
In the stage ‘Generating Ortho-Images, DSM and Point 
Clouds,’ a semi-automated process was conducted. 

The main objective of this study was to evaluate the 
effectiveness of UAV in mapping vegetation conditions. 
OBIA and NDVI based classification approach was used 
to map the crop.  

III. INDICATORS OF VEGETATION AND ECONOMIC 

BENEFITS 

By measuring the reflectance of the plants at various 
wavelengths, it is possible to collect a lot of information 
about the status of the plants. From these data we can 
derive vegetation indices that help us estimate the 
vegetation cover and the Leaf Area Index (LAI). As the 
population of plants increases, the amount of biomass 
causes an increase in the overall near-infrared reflectance 
and a reduction in the red reflectance. From previous 
research, there are known relationships between the 
indices using those two regions of the spectrum and the 
amount of vegetation, a measure of which is the Leaf Area 
Index. From these estimates we can derive the population 
of the he data provided by the sensors can also be used to 
make an estimate on the future crop yield. By calculating 
the Normalised Difference Vegetation Index (NDVI), or 

the Soil-Adjusted Vegetation Index (SAVI) when 
vegetation cover is low, we can get information on the 
crops' vigour. Low index values usually indicate little 
healthy vegetation while high values indicate much 
healthy vegetation. Different indices have been developed 
to better model the actual amount of vegetation on the 
ground. A lot of research has been done to derive 
relationships between a vegetation index of a crop, 
measured at a particular time, and the final crop yield. 

 
Figure 2. Spectral curve of the light reflected from the plant 

(http://static.micasense.com/img/reflectance2.jpg) 

 

IV. CLASSIFICATION 

 

Crop monitoring is the one of these applications since 
remote sensing provides us accurate, up-to-date and cost-
effective information about the crop heterogenity at the 
different temporal and spatial resolution. In this study 
classification was performed with different kind of 
vegetation indices. The rule set (algorithm) was developed 
to identify crop heterogenity within field using the 6 cm 
spatial resolution UAV images.  The process considered 
spectral value and spatial characteristics of objects and it 
is included the following steps: segmentation, feature 
extraction and object classification. In this process, the 
images were segmented into homogeneous multi-pixel 
objects using the multiresolution algorithm. Segmentation 
is a bottom-up region-merging process in which the image 
is subdivided into homogeneous objects on the basis of 
several parameters (band weights, scale, color, shape, 
smoothness and compactness) defined by the operator. 
Two levels of segmentation were used throughout the 
procedure:  identification of study area (chess board 
segmentation) and the second level to generate smaller 
objects for mapping crop conditions. The classification 
results can be used to determined management zones to 
get an optimal amount for each input in crop production, 
founded on variability of soil characteristics and the other 
factors conditioning a crop yield (Fig. 3.). In this case, we 
define locations within field with the same or very similar 
conditions for crop planting. The figure below (Fig. 3) 
shows the effect of erosion on plant growing (winter 
wheat field in autumn and spring). As wheat evolves, it is 
increasingly marked difference between the eroded area 
and the area not affected by erosion. 

The information about the vegetation will influence the 
use of economic resources. To optimize the fertilizer, the 
pesticides, the cultivation etc. is the financial advantage of 
quick automated drone imaging. Computing the right 
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amount of resources reduce the expenditures. The 
differential use of supplies balances the yield. Due to the 
drone pictures the agricultural waste decreases, the 
revenues thru the additional product increase and the level 
of inventory can be minimized. The operation and 
maintenance cost of the machines can be reduced because 
they are used only on the necessary areas what are 
indicated by the images.   

 

 
Figure 3. Effect of erosion on plant growing: winter wheat field in 

autumn (A) and spring (B). C:NDVI image, D: management zones  

 

V. CONCLUSION 

Drones can help farmers catch problems faster and react 
more quickly, which can save money in crop losses per 
field and the data generated by drones help farmers gain a 
more accurate and detailed picture of how their crops are 
reacting to their management strategies, which can lead to 
more effective use of resources. By using the precise 
drone data the farmers can calculate the company 
efficiency based on the accounting information. This 
contributes to the better planning of company revenues 
and expenditures, reducing stocks, and increasing the 
profitability and free cash-folw. The reduced resources 
and increased productivity can optimize the use of the 

land surface. The quicker information leads to quicker and 
better financial decision possibilities and preventing 
wasteful actions. 

Spectral indices derived from satellite data are widely 
used for land cover change research. They can reduce the 
data volume for analysis and provide combined 
information that is more strongly related to changes than 
any single band.  

Vegetation indices use various combinations of multi-
spectral satellite data to produce single images 
representing the amount of vegetation present, or 
vegetation vigor. Low index values usually indicate little 
healthy vegetation while high values indicate much 
healthy vegetation. Different indices have been developed 
to better model the actual amount of vegetation on the 
ground. 
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Abstract— the paper deals with the building of 3D models with 
photogrammetric image matching based on stereo-pairs.   The 
semi global matching (SGM) is widely used in photogrammetry 
for building 3D models from stereo-pairs. The quality of the 
produced model depends on many factors including the SGM 
modes, minimum-disparity, maximum-disparity, block-size, and 
uniqueness-ratio.  The experiments showed us that the quality and 
accuracy of the camera calibration directly influences the quality 
of the output disparity map.  The other important issue is the ratio 
between the photo-base and the distance of object points. 
Increasing the photo-base the disparity map quality is decreasing. 
The example calculations are carried out in MATLAB.  
 
Keywords— SGM, camera calibration, image matching, 
disparity map 

I. INTRODUCTION 
For testing, a stereo-pair was used to build a disparity map, 

which enables to build the 3D model later. A Sony Alfa A350 
digital SRL camera was used, which was calibrated by 
chessboard test field. The calibration procedure was carried out 
in MATLAB application [3]. Using the camera calibration data 
stereo-pair of the taken scene was oriented based on common 
points. The common points were identified automatically using 
the SURF function in conjunction with the appropriate gross-
error filtering methods.  The translation vector and the rotation 
matrix were calculated as the elements of the relative 
orientation. Based on these elements the essential and the 
fundamental matrix were generated as well. After this the 
images were transformed into a normal case image to have 
parallaxes only horizontally. This rectification procedure 
enables and makes easier the identification of common points 
for generation of the disparity map using the SGM (Semi 
Global Matching) image matching method.   The result of the 
disparity map depends on the setup of the initial parameters. 
The most sensitive parameter is the disparity range.  The 
disparity range can be adjusted only with manual measurements 
which makes the SGM method not a full autonomic process. 
The whole procedure is summarized on Fig. 1. 

 

II. TEST SCENE 
For testing, an artificial scene was used with some objects 

having rectangular and spherical forms in different colours and 
textures as it is seen on Fig 2. The background was relatively 
flat 

 
Fig. 1 Procedure of the image matching process 

. 

 
Fig. 2 Test scene 

The object distance was about 1 m with a basis of 20 
centimetres. Which means the ration between the basis and the 
object distance was 0,2. Two photos were taken close to normal 
case.  

III. 3. CAMERA CALIBRATION 
For the further calculations and orientation procedure we 

need the intrinsic date of the applied camera. The calibration 
procedure was carried out in MATLAB using the built-in 
Single Camera Calibration application. During the calibration 
the following parameters were calculated: 

• Radial distortion parameters (K1, K2 and K3) 
• Tangential distortion parameters (P1 and P2) 
• Skew parameter (s) 

These parameters describe the distortion effect of the lens 
system and the skew of the sensor area. 
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A. Preparation 
The photos were taken with a Sony Alfa A350 DSRL camera. 

For camera calibration, a chessboard test-field was used as it is 
seen on Fig. 3.  

 

 
Fig. 3 Calibration field 

The photos were taken from different direction trying to 
cover the whole sensor area. During the shooting the camera 
body was also rotated with 90 degrees. The series of photos was 
filtered, and the unfocused images were dropped out.  
 
B. Calculation of Intrinsic Parameters 

After uploading the remaining images, the calibration 
software identified automatically the corners of the chessboard 
table and the intrinsic parameters were calculated with an 
adjustment procedure. The mean errors calculated form the 
residuals were displayed and the user could adjust the level of 
outliers manually. The Fig. 4. indicates the reprojection errors. 
From the figure we see that the overall mean error is around 
0.22 pixels for all images. 

 

 
Fig. 4 Reprojection errors 

The user can decide which parameters should be included in 
the adjustment procedure. We can try different combinations. 
We can choose only K1, K2 parameters or we can add K3 
parameter the unknowns. Or we can include P1, P2 tangential 
distortion parameters, and all this can be combined with 
inclusion of the skew parameter. The result can be visualized in 
a 3D scene of the camera and the taken images (Fig. 5). 

 

 
Fig. 5 Orientation of images relatively to the camera position 

IV.  4. RELATIVE ORIENTATION 

C. Identification of Common Points 
The identification and measurement of common points is a 

multi-step procedure on a stereo-pair of images. First, we must 
identify the objects itself on both photos with the help of a 
segment based algorithm. Here the SURF function was used to 
separate and identify the object points. After this the program 
tries to make pairs of points as common points on the stereo-
pair. In this phase some matching of points can have real big 
errors as it is seen on Fig 6.  

 

 
Fig. 5 Common points including matching points with large errors 
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The next step is the calculation of the Fundamental Matrix, 
which is stored as a 3-by-3 matrix. The Fundamental Matrix 
relates the two stereo cameras, such that the following equation 
must be true [3]: 

 
[𝑃𝑃2 1] ∗ 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∗ [𝑃𝑃1 1]𝑇𝑇 = 0 

 
Where 𝑃𝑃1, the point in image 1 in pixels, corresponds to the 
point, 𝑃𝑃2, in image 2. 

With a similar calculation the Essential Matrix is calculated, 
which is stored as a 3-by-3 matrix. The Essential Matrix relates 
the two stereo cameras, such that the following equation must 
be true [3]: 

 
[𝑃𝑃2 1] ∗ 𝐸𝐸𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∗ [𝑃𝑃1 1]𝑇𝑇 = 0 

 
Where 𝑃𝑃1, the point in image 1, corresponds to𝑃𝑃2, the point 

in image 2. Both points are expressed in normalized image 
coordinates, where the origin is at the camera's optical centre. 
The x and y pixel coordinates are normalized by the focal 
length of fx and fy. 

During the calculation we try to eliminate the errors with the 
Least of Median of Squares method. This method uses the input 
points that are already putatively matched. Using the algorithm, 
we can eliminate any outliers which may still be contained 
within putatively matched points. The result is shown on Fig 6. 

 

 
Fig. 6 Common points after eliminating the large errors 

After this step we can built up the Stereo Parameters objects 
in MATLAB. For this we need to follow the following code: 

 
1. [relativeOrientation,relativeLocation] = 

relativeCameraPose(EssentialMatrix,cameraPa
rams_Sony,cameraParams_Sony,inlierPoints1,i
nlierPoints2); 

2. [rotationOfCamera2,translationOfCamera2]=ca
meraPoseToExtrinsics(relativeOrientation,re
lativeLocation); 

3. stereoParams = 
stereoParameters(cameraParams_Sony, 
cameraParams_Sony,rotationOfCamera2,transla
tionOfCamera2); 

 

In line 1 we calculate the relative orientation using the 
previously calculated EssentialMatrix, the intrinsic camera 
parameters (cameraParams_Sony) and the common points 
(inlierPoints1,inlierPoints2). 

In line 2 we calculate the rotation matrix and the translation 
vector of camera 2 relatively to camera 1.  

In line 3 and 4 we finally build the stereoParams object 
which is necessary for the rectification of images into a normal 
case. 

D. Rectification of Images  
The rectification of images is necessary to build a normal 

stereo-pair where the parallaxes between the common points 
exist only horizontally. During the rectification, applying the 
rectifyStereoImages function, the distorsion effects are 
also considered and eliminated. The result is shown on Fig. 7.  

 

 
Fig. 7 Anaglyph image of rectified images 

Using the Image Tool application in MATLAB we can measure 
the distances (horizontal parallaxes) between some common 
points (Fig. 8). Visually we can select and decide the maximal 
parallax which will be useful later when we try to setup the 
disparity range during the SGM processing. 
 

 
Fig. 8 Measuring parallaxes in Image Tool 

E. Building the Disparity Map and the 3D Point Cloud 
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Applying the SGM algorithm we try to match points between 
𝐼𝐼1as left image and 𝐼𝐼2  right image with maximum accuracy, 
then we are looking for the minimum value of the following 
energy function [1], [2]:  

 

𝐸𝐸(𝐷𝐷) = ��𝐶𝐶�𝑝𝑝,𝐹𝐹𝑝𝑝� + � 𝑃𝑃��𝐹𝐹𝑝𝑝 − 𝐹𝐹𝑞𝑞� ≥ 1�
𝑞𝑞∈𝑁𝑁𝑝𝑝

�
𝑝𝑝

 

 
The first member of the function summarizes the 𝐶𝐶  cost 

spent for matching a given pixel 𝑝𝑝, where𝐹𝐹𝑝𝑝  is the parallax 
between images 𝐼𝐼1  and 𝐼𝐼2 . Since the matching is done by 
individual pixels, only the 𝐼𝐼1(𝑝𝑝)  and 𝐼𝐼2(𝑞𝑞)  intensities are 
considered for calculation of the cost.  The second member of 
the function means a penalty for those 𝑞𝑞  pixels where the 
difference in parallaxes are larger than 1 for the 𝑝𝑝  pixel 
considering the 𝑁𝑁𝑝𝑝 neighbourhood. It means that the 𝑃𝑃 penalty 
member can cause an unsuccessful matching even in those case 
where the difference in intensity between 𝐼𝐼1(𝑝𝑝)  and 𝐼𝐼2(𝑞𝑞) 
equals zero, but the parallax is too large relatively to 
neighbouring pixels. The resulting 𝐹𝐹𝑝𝑝  parallaxes are stored 
separately in one 𝐷𝐷  matrix having the same dimension as 𝐼𝐼1 
image.  

In MATLAB we can setup several parameters to refine the 
result when applying the disparityMap function. These 
parameters are: 

 
• Number of directions: 4 or 8. 
• The smallest disparity. 
• The biggest disparity. 
• Block dimensions: how many pixels should be 

considered when calculating the energy function? 
• Maxima disparity between the adjacent pixels 

(left/right neighbour). 
• Uniqueness-ratio: limit, where the best energy 

value is the winner. 
 
From these parameters the most important is to setup 

correctly the disparity range (smallest and largerst disparity) 
according to Fig. 8.  The disparity map as a result is shown on 
Fig. 9. The grey colours are representing the depth information.  

  

 
Fig. 9 Disparity map 

On Fig. 9 we can notice disturbances and missing areas (tin 
black colour). Because of the occlusion some parts are missing 
from our model. In MATLAB we can generate the point cloud 
with the help of the reconstructScene function. The 
visualized point cloud is demonstrated on Fig. 10, where the 
white areas mean holes in the model. 

   

 
Fig. 8 Error ellipses on new points 

 

V. CONCLUSIONS 
As a summary we can say that the implementation of the 

SGM algorithm is greatly depending on the setup of parameters. 
The other important issue is that the SGM algorithm works only 
with stereo-pairs.  In case of more stereo-pairs we need to 
integrate the separate models. The occlusion problem remains 
a problem. The experiments showed us that it is better if the 
parallaxes are not too large, so we need to take photos with 
small basis, but in this case the accuracy issues can play an 
important role. 
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Abstract—Due to reconstruction planning, complex building 
survey of the Royal Castle of Esztergom was requested by 
architects.  Both horizontal and vertical layout of the castle 
as well as the wall surfaces are irregular, heterogeneous, the 
inner parts are dark, therefore laser scanning was chosen as 
data acquisition technique.  Outside, especially at the higher 
walls, the laser scanning point cloud was supplemented with 
that of derived from Unmanned Aerial System (UAS) 
photogrammetry, where GNSS measurements enabled the 
georeferencing and additionally supported merging the 
point clouds.   

Besides providing floor plans, sections and view for design 
purposes, historical architectural documentation of the 
current state of the building was also requested.  The 
architects create detailed true-to-form drawings of the wall 
surfaces (by drawing all visible contour lines) extended by 
legends showing various attributes (e.g. any signs and 
damages on the wall surface).  To support this work, 
othoimages of the walls have been created that can be used 
and interpreted on-site by architects.  Since the wall 
surfaces are very fragmented and irregular, moreover many 
of the rooms are dark, we had to find a solution that does 
not need optical imagery.  Since laser scanning was used to 
capture the entire 3D geometry of the building, we created 
orthoviews derived from the point clouds.  Reference planes 
were defined based on the architects’ instructions then the 
relevant part of the point cloud has been cut and cleaned 
from the noise, and finally it has been projected to the 
reference plane.  Owing to the intensity values, the contours 
(e.g. that of the stones, bricks) are nicely separated from 
other parts, hence architects can efficiently use it on-site to 
recognize and identify the particular wall segments.  
Additionally, virtual walk application (like Google Street 
View) was created that further supports both on-site 
architectural measurements and post-processing.   

I. INTRODUCTION 

The Department for History of Architecture and of 
Monuments of Budapest University of Technology and 
Economics ordered the detailed surveying of the Royal 
Castle of Esztergom due to reconstruction planning.  The 
goal of the historical building research is to detect and 
reveal the circumstances of the construction and the 
changes occurred during the years with the analysis of the 
building, its structure, available sources/references 
(archives, plans, plots, documents, etc.).  The architects 
apply the method called “Bauforschung;” the historical 
building investigation and surveying method developed 
and widely used in Germany [2], [7], [8], [10].  The 
damaging interventions on the building can be reduced to 
the necessary minimum with use of this procedure.  The 
primary method of Bauforschung is the true-to-form 

architectural survey which based on the precise surveying 
without any prior assumptions and searching for any 
regularity or parallelism [3], [4], [8].  The place, sizes and 
shape of the elements (corners of bricks and stones) are 
determined quite accurately and in details, in a coordinate 
system independent of the wall.  Since the manual 
surveying drawing is made on-site, the architect can 
observe not only the visible but the tangible particularities.  
They register every important, supplementary information 
like stone damage, crack, weathering, replacements, 
wedges, visible marks of stone dressing tools (corrections, 
marks of masons) graphically and/or textually in the 
drawing.  The true-to-form drawings are created in such 
quality and resolution that they could be used as important 
resource for further researches.  The derived orthoimages 
are scanned, joined together, and then digitized; therefore 
enabling the vector-based drawing in CAD environment 
(usually AutoCAD or ArchiCAD).   

The conventional Bauforschung surveying methods use 
accurately located horizontal and vertical reference strings 
on the walls; one architect uses them for the 
measurements, while others prepare markings on the wall 
on-site [5], [6], [7].  Other methods require less on-site 
measurement time; only a sketch is drawn by hand and 
photos taken from the wall texture and well identifiable 
points are measured e.g. by geodetic total stations.  This 
technique require an additional surveying phase when 
supplementary information (e.g. stone damages; cracks, 
marks on the surface) are acquired on-site.  On the next 
level a preliminary but accurate vector drawing based on 
on-site measurements was created, then the architects put 
the detailed geometry and attributes on the printed 
drawings on-site [4], [5], [6].  Photo-tacheometry was also 
used to support general architectural survey [9].  Further 
developments aimed at 3D modelling, attaching database 
that contains all relevant data and visualization in virtual 
reality [1]. 

It is important to note that the recently even more 
widely used laser scanners cannot substitute the process of 
the explanatory drawing method but can supplement and 
support it very well by surveying rooms with irregular 
shape or high wall segments.  The photogrammetry itself 
is not suitable for the architectural surveying in such 
circumstances, but is able to provide a reasonable basis, 
too.  It is difficult to distinguish (based only on imagery) 
between different building materials, cracks and shadows, 
and the vegetation and scaffolding could cover the 
important parts of the wall. 

II. SURVEYING PLANNING 

 The first step of historical building research is the 
documentation of the current state in the most accurate 
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Figure 1. Photos about the castle captured by UAS 

way.  Our department, the Department of Photogrammetry 
and Geoinformatics, has been asked to survey the building 
and provide different derived products to support the work 
of the architects.  Besides providing floor plans, sections 
and views for reconstruction planning, othoviews of each 
wall in each room and the outside of the building was also 
requested. 

In the practice, geodetic total stations are used for 
carrying out the true-to-form survey but due to the special 
circumstances we decided to use terrestrial laser scanner 
(TLS).  The geometry of the building is complex, 
fragmented and irregular (narrow corridors; steep 
stairways; irregular, small rooms; complex, fancy doors), 
moreover, many of the rooms are dark without any natural 
light.  The outside, especially the higher parts of the wall 
and the roof have been surveyed with Unmanned Aerial 
System (UAS) photogrammetry and a 3-dimensional point 
cloud have been generated from the photos to supplement 
the laser scanning surveying.  In Fig. 1 the castle can be 
seen on images captured by UAS.  GNSS (Global 
Navigation Satellite System) measurements have been 
performed to enable georeferencing and, in addition, to 
support merging the point clouds.  Furthermore the 
surveying and research results become comparable with 
that of the previous surveyings. 

The most challenging task was creating the orthoviews. 
Traditionally the photos are captured by high resolution 
DSLR camera, from near orthogonal positions, but this 
solution was not applicable in this case because of the 
dark rooms; lighting was not an option due to far power 
source, and extremely fragmented wall surfaces. Since 
laser scanning was used to capture the entire 3D geometry 
of the building, we created orthoviews derived from the 
point clouds. Since the darkness disabled the image 
capture of the scanner and hence deriving colored point 
clouds, we used the registered intensity values as thematic 
information. The bricks and stones appear decisively on 
the intensity colored point cloud, they could be separated 
from each other, which is very important from the 
architectural interpretation aspect. 

III. SURVEYING AND DATA PROCESSING 

The building has been surveyed with a Faro Focus 3D 
S120 terrestrial laser scanner and outside, where laser 
scanner could not be used due to the tall building and 
unfavorable incident angles, photos have been captured by 

a GoPro Hero 3+ action camera mounted on a DJI 
Phantom quadrocopter.  The coordinates of the ground 
control points (in Fig. 1 red-white square tables on the 
ground) have been determined with GNSS technology 
along with the outdoor measurements.  The number of 
scanner positions is depending on the complexity of the 
castle; as mentioned, many smaller rooms had to be 
surveyed then transformed into a common coordinate 
system.  The scanning resolution was adjusted to the 
minimum geometric resolution required by the othoviews.  
The castle was surveyed from 147 scanning positions, the 
joint point cloud contains 6 billion points, the size of the 
raw data is 31 GB.  The mean range measurement error of 
the applied laser scanner is 2 mm and the minimum point 
spacing is 1.5 mm at 10 m distance.  The applied 
resolution was 1/4 (6 mm spacing at 10 m) indoor and we 
selected 1/2 (3 mm spacing at 10 m) outdoor where long 
distances had to be captured.  Due to long and fragmented 
traverse lines we used reference spheres as tie points to 
enable registering the point clouds to each other.  Photos 
were taken by laser scanner only outdoor where the light 
conditions enabled, therefore colored point cloud is 
available only outside of the building.  456 photos have 
been captured by UAS that enabled to generate the point 
cloud of the building, however, it is much sparser than that 
of provided by TLS.  Point cloud-to-point cloud 
registration technology (Iterative Closest Point - ICP) has 
been used to joint the separate point clouds.  Due to the 
hardly manageable size of the exported joint point cloud 
each scan station’s point cloud has been resampled with 1 
cm point spacing.  We used the scanner’s own processing 
software (Faro Scene) and the free and open source 
CloudCompare to process the measurements and produce 
the final point cloud.  The combined and resampled TLS 
and UAS point cloud consists of about 80 million points.  
This point density is more than enough for deriving floor 
plans and sections, however, it is not enough for 
orthoviews because important details could be lost with 
the resampling.  To obtain high quality orthoviews, it is 
necessary to use each measured points, so we worked with 
the original density in this work phase.   

For the orthoviews of walls, the parts of interest have 
been cut from the whole, original density point cloud and 
cleaned from noise (scaffoldings, tables, display panels, 
exhibits, visitors etc.).  In general, the architects defined 
vertical planes as projection planes which were aligned to 
the relevant walls (Fig. 2).  The cleaned point cloud 
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Figure 3. Intensity colored orthoview of a wall with the overlay grid and labels (left) and detail from panorama picture about the same wall 
made by laser scanner (right) 

Figure 2. Floor plan of the castle’s basic level with reference 
planes defined by architects 

belonging to the particular wall has been rotated 
orthogonally to the defined projection plane of the same 
wall, then pixel size of the points has been set for optimal 
representation, finally the pictures has been exported in 
JPG format.  The pictures have a 1-meter spacing grid 
overlay, therefore the orthoview of large walls could be 
cut into smaller pieces by architects and later merged 
together accurately.  The vertical axis of the grid is 
aligned the Baltic Height System, while the vertical axis 
always begins at arbitrary place, somewhere left from the 
illustrated wall as it shown on Fig. 3.  The surveyed part 
of the building contains more floors, so there are walls 
above each other; in these cases it was necessary to use 
exactly the same reference system and grid by generating 
othoviews.  In one of the basement rooms an excavated 
wall section can be found, and it was a special requisite to 
create an orthoview from the top of it and of the 
neighboring room but on the same picture.  In this case 
horizontal reference plane has been defined and the 

orthoview has been made perpendicular to it, from above.  
In another room the ceiling is consisted of vaults which is 
also important for architects to be documented, therefore 
an orthoview has been created about it; a horizontally 
reference plane has been used and the point cloud has 
been rotated from below so the ceiling has been viewed 
from below.  Fig. 4 shows the mentioned ceiling 
orthoview and the corresponding floor plan; differing 
shapes are noticeable because the orthoview is from 
below, while floor plan is viewed from above.  Altogether, 
besides these horizontal orthoimages, 20 orthoviews have 
been created from the outer walls, and 100 from the inner 
walls.   

The created orthoviews have been recolored and faded 
by architects with an image processing software, then cut 
to suitable sizes, and finally plotted in scale 1:20.  
Architects have been drawn contours and supplementary 
information with pencil onto the plotted orthoviews on-
site (see Fig. 5).  The finished drawing have been scanned 
and joined together by the grid.  Because of discoloring 
before printing, the point cloud is not visible on the 
drawing after scanning, however, it is visible on the 
printed paper so it can support the drawing on-site.  The 
scanned drawings are the end products of this project, the 
lines have not been redrawn digitally. 

Beyond the predefined products, virtual walk 
application (like Google Street View) has been created 
that allows to walk between the scanner positions and turn 
around virtually, so the entire scanner’s field of view is 
visible through panorama pictures [11].  The position and 
orientation information were available for each scanner 
positions and panorama pictures were derived from the 
intensity colored point cloud (or from pictures where 
pictures were available) to create this application.  This 
application enables the rapid check of the scene without 
the use of any point cloud manager software therefore it 
supports both on-site architectural measurements and 
post-processing.    
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Figure 4. Bottom orthoview (left) and floor plan (right) about the vaulted room 

 
Figure 5. Orthoview of wall section (left) and the result of true-to-form survey based on in, made by architects (right) 

IV. PROBLEMS OCCURRED 

The first problem we had, that the two type of point 
clouds from different sources have different point density.  
The point cloud derived from UAS photos supplements 
the incomplete laser scanned point cloud but it is not 
dense enough for true-to-form survey; contours of stones 
and bricks could not be differentiated (see Fig. 6 (left)).  
Table 1 shows the average point density of the merged 
point cloud both inside and outside of the building. 

The point cloud derived from the UAS measurements is 
only colored, so true colored point cloud was used 
(instead of intensity based one) for the merged dataset.  
Due to the two different types of cameras (GoPro and the 
built-in camera of the scanner), changing lighting 
conditions (sun, clouds) and shadows, the walls have a bit 
different colors in the pictures.   

 
Mostly at the higher parts of walls, due to lower point 

density, the contours of the bricks are not unambiguously 
selectable as nicely as at the bottom of the walls, as shown 
in Fig. 6.   

TABLE I.  
POINT DENSITY OF THE MERGED POINT CLOUD INSIDE AND OUTSIDE 

OF THE BUILDING 

 Points / m2 

Inside 

Minimum 154 414 

Average 2 662 554 

Maximum 10 622 378 

Outside 

Minimum 6 891 

Average 114 343 

Maximum 2 002 183 
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Figure 6. Merged (TLS + UAS) point cloud on orthoviews about a higher wall part and roof (left) and bottom of a wall (right) outside 

 
 

Figure 7. True colored (left), intensity colored (middle) point cloud and a photo (right) of the same wall part 

Compared to image pixel intensity values, the laser 
intensity values carry more information on the material of 
the surface that is very useful in such situations when 
elements with similar color but different material are to be 
separate.  In Fig. 7 the difference between the mentioned 
intensity values can be observed.   

A room has been scanned with color i.e. the scanner 
also took photos after scanning, resulting a colored point 
cloud. Unfortunately, the colored point cloud cannot be 
used, much more light would be needed even in the best 

illuminated room.  Fig. 3 (right) represents a part of 
panorama photo of this room.  Therefore only intensity 
colored point clouds have been used inside the castle but 
this type of data also has its limit.  When the scanner 
position was closer to the wall than the minimum distance 
recommended by manufacturer, concentric, dark part 
appeared on the point cloud even on flat, uniform 
surfaces.  As it can be seen on Fig. 8, this effect could not 
be avoided in some places like on the narrow stairway.    
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Figure 8. Concentric, dark part on panorama picture derived from intensity point cloud of a station on narrow stairway 

V. CONCLUSIONS 

A workflow has been developed for supporting 
historical building research.  It can be efficiently used in a 
place, where it is not possible to create the requested 
products with traditional optical sensors.  The orthoviews 
derived from intensity colored laser scanned point cloud 
can support on-site architectural work in case of dark 
rooms and fragmented walls, too.  Due to the 
comprehensive 3D surveying, the reference planes can be 
defined in any directions and therefore orthoviews have 
been generated also about ceiling and floor.  Solutions 
have been developed and applied by adaptive 
parameterization of laser scanning and using data fusion 
to overcome the occurred problems.    

VI. FUTURE PERSPECTIVES 

We plan to develop a workflow which allows architects 
to bring the orthoviews in digitally format to the field and 
creating vector-drawings on-site.  Hereby plotting the 
orthoviews, drawing with pencil, scanning the pictures 
and redrawing could be substituted.  Our goal is involving 
a GIS software that would enable assigning important 
notes, attributes, or even photos to the drawing entities.  
For example, if the architects would draw on a tablet and 
take photos with the same device, the photos could be 
assigned to each individual elements (e.g. one stone in the 
wall) during drawing.  The current workflow used by 
architects would allow to join the digitized, vector data 
and the notes, important attributes, hereby making a 
geodatabase of the true-to-form survey.  In practice, this 
time-consuming postproduction usually does not occur, 
however, this could support understanding the results of 
the research to the wide public.  The geodatabase would 
also support visualizing the result of the research, e.g. by 
generating thematic maps of the walls. 
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Abstract— In this paper we will discuss some 

Ramsey-type problems, that occured in 

mathematical competitions. We will also 

emphasize the non-elementary background of 

the problems.  

 

I. INTRODUCTION 

 

Ramsey-type problems form a crucial part of 

combinatorial research. In every branch of 

mathematics there are theorems, that can be solved 

using ideas of Ramsey-type theorems. 

The Ramsey theory was baptised after the British 

mathematician and philosopher Ramsey. The 

objects of Ramsey’s original theorem are graphs, 

but the research was essentially extended 

implementing similar ideas in other mathematical 

structures. 

Ramsey-type problems can be formulated in the 

following way: if we take a mathematical structure 

large enough and order its elements in classes, then 

there must be a class containing a “regular” 

subclass. 

We have to emphasize the difference between 

Ramsey-type theorems and density theorems. A 

density theorem simply states that by choosing  a 

relatively large subset of a given set, the chosen 

subset must contain (by its cardinality) a “regular” 

structure large enough.      

  

 

II. SOME CLASSICAL RAMSEY-TYPE AND 

DENSITY THEOREMS 

 

 
Eventually the first Ramsey-type problem 
appeared in an old Kürschák competition: 

 

Exercise 1: In a group of six peoples there are 
three that pairwise know each other or three that 
pairwise do not know each other. 

 

Really, in Exercise 1 we ordered the edges of a 
simple complete graph with six vertices into two 
classes (acquaintance and non-acquintance). We 
can say, that the edges were colored by two 
colors, and so we can reformulate the statement of 
Problem 1: 

 

Exercise 1 reformulated: If we color all the 
edges of a simple complete graph with six vertices 
by red and blue, then the graph must contain a 
red or a blue triangle. 

 

From now on, we will formulate our Ramsey-type 
theorems with the coloring terminology (that 
symbolizes the ordering into classes). We will 
speak about s-coloring, if we color the edges (or 
the objects) by s colors. 

 

The general Ramsey theorem was proved by 
Ramsey, and generalizes the result of Exercise 1.  

 

Theorem 1 (Ramsey’s theorem): For every 
positive integer s and positive integers   ,   , 
...,    there is a smallest integer 
R=R              , such that for every s-
coloring of the edges of a simple complete graph 
with at least R vertices we can find a complete 
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subgraph with    vertices whose edges were 
colored by color 1, or a complete subgraph with 
   vertices whose edges were colored by color 
2,..., or a complete subgraph with    vertices 
whose edges were colored by color s. 

    

Generally it is hard to determine the exact values 
of the above defined so-called Ramsey numbers 

R              . The result of Exercise 1 means 
that R(3,3) 6 (here s=2 and   =  =3). It is easy 
to show  

that R(3,3)=6. 

 

Now we will present a classical density theorem 
concerning graphs. 

 

Theorem  2  (Turán’s theorem): Let k be a 
positive integer. If a simple graph with n vertices 

has more than    
 

 
 
  

 
 edges, then it contains 

a complete subgraph with (k+1) vertices and this 
bound is the best possible. 

 

We can easily find Ramsey type results by 
combining Ramsey’s and Turán’s theorems. The 
following exercise was posed in “Matematikai 
Lapok” in Erdély: 

 

Exercise 2: For every 2-coloring of the edges of a 
simple graph with 5n vertices and with 10  +1 
edges the graph must contain a monochromatic 
triangle. 

 

Exercise 2 can be proved easily in the following 
way: by Turán’s theorem every simple graph with 
5n vertices and with 10  +1 edges contains a 
complete subraph with 6 vertices. Using the fact 
that R(3,3)=6, the statement follows.  

But we have to take into consideration, that the 
solution of Exercise 2 was easy only because we 
knew Turán’s theorem. But Exercise 2 is not a 
classical Ramsey type problem in the strict sense, 
because the graph in which we sought for a 
complete subgraph with 6 vertices was not 
complete.  

 

The statement of Exercise 2 can be generalized 
easily in the following manner: 

 

Theorem 3: Let              be positive integers. 
Then there is a positive integer m such that for 
every integer n greater than m the following 
holds: 

 

for-every s-coloring of the edges of a simple 
graph with n vertices and more than  

 

   
 

                 
 
  

 
 edges one can find a 

complete subgraph with    vertices whose edges 
were colored by 

  

color 1, or a complete subgraph with    vertices 
whose edges were colored by color 2,..., or a 
complete subgraph with    vertices whose edges 
were colored by color s. 

 

Now we will present some Ramsey type problems 
that concern several branches of mathematics.   

 

III. SOME RAMSEY- TYPE THEOREMS AND 

PROBLEMS IN GEOMETRY 

 

We will open this section with two elementary 
exercises: 

 

Exercise 3: For every 2-coloring of the points of 
the plane one can find a regular triangle such 
that its vertices are colored by the same color. 

 

Exercise 4: For every 2-coloring of the points of 
the plane one can find a triangle such that its 
vertices and its centroid are colored by the same 
color. 

  

The common origin of Exercise 3 and Exercise 4 
is the so-called Gallai-theorem: 

 

Theorem  4  (Gallai): Let m and s be a positive 
integer and let V={          } be a finite set of 

points in the  

m-dimensional plane. Then for every s-coloring of 
the m-dimensional plane one can find a 
monochromatic set of points homothetic to V, i.e. 
there is a real number c and an m-dimensional 
vector w such that the points of the set 
cV+m={                   }  have 

the same color.   

 

The statements formulated in Exercises 3 and 4 
are easy consequences of Gallai’s theorem. But 
by changing the conditions, we can get Ramsey 
type results, that are not direct consequences of 
Gallai’s theorem.  

The following exercise can be solved with the 
pigeonhole principle: 

 

Exercise 5: Let m, d and s be positive integers, 
where s d≤m. Then for every s-coloring of the 
points of the m-dimensional plane one can find 
two monochromatic points which are one unit 
apart. 

 

Really, if we consider a regular tetrahedron with 
edges of length one in the m-dimensional space, 
then this polygon has (m+1) vertices, and by the 
pigeonhole principle it must have two vertices 
with the same color.  
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 The following exercise was posed in the national 
competition of Iran: 

 

Exercise 6: Let ABC a given triangle. If one 
colors the points of the plane by red and green, 
then one can find two red points which are one 
unit apart or one can find three green points 
which are the vertices of a triangle congruent to 
ABC. 

 

Exercise 5 and 6 are interesting because they ask 
for congruences, thus we cannot use Gallai’s 
theorem.   

If we take the problems posed in Exercise 5 and 6 
into consideration, we can ask for a more general 
result. 

Borbély has the following conjecture concerning 
these type of problems: 

 

Conjecture (Borbély): There is a polynomial p, 
such that for every finite sets of points 
             with the property |    
             |≤ p(d), then the following holds: 

 

for every s-coloring of the points of the d-
dimensional space, there is a set of points 
congruent to    in which the points are colored 
by color 1, or there is a set of points congruent to 
   in which the points are colored by color 2, ..., 
or there is a set of points congruent to    in which 
the points are colored by color s. 

 

Another way to generalize Gallai’s theorem is to 
take other sets in the place of the whole m-
dimensional plane. 

The following exercise was posed in the 
Hungarian national competition OKTV: 

 

Exercise 7: By coloring the lattice points of the 
plane by six colors, one can find a rectangle such 
that its sides are parallel to the axes and its 
vertices have the same color. 

 

Exercise 7 has also an elementary solution using 
pigeonhole principle. But for lattice points one 
can generalize 

Gallai’s theorem in the following manner: 

 

Theorem  5  (Gallai-Witt): Let m and s be a 
positive integer and let V={          } be a 

finite set of the lattice points in the m-dimensional 
plane. Then for every s-coloring of the lattice 
points of the m-dimensional plane one can find a 
monochromatic set of points homothetic to V, i.e. 
there is an integer c and an m-dimensional vector 
w with integer coordinates such that the points of 
the set cV+m={                   }  

have the same color. 

 

It is straightforward that the Gallai-Witt theorem 
implies the statement of Exercise 7. 

 

 

IV. SOME RAMSEY-TYPE THEOREMS AND 

PROBLEMS IN ALGEBRA 

 

 

We open this section with some exercises. The 
following exercises were originally posed in 
Kömal: 

 

 

Exercise 8:  

 

a, Prove that among any six irrational numbers 
there are three such that the sum of every two of 
them is irrational.  

 

b, Prove that among any five irrational numbers 
there are three such that the sum of every two of 
them is irrational. 

 

The statement of part a, is a direct consequence of 
the fact, that R(3,3)=6. Part b, is surprising and its 
validity is due to the special properties of rational 
and irrational numbers. In this sense Part b, can 
be considered as a special Ramsey result.  

We will go much further and will prove the 
following theorem (once released in Kömal 
among the hard problems): 

 

Theorem 6:  

 

Among any (2n-1) irrational numbers there are n  
(say   ,   , ...,   ) with the following property: 

if   ,   , ...,    are nonnegative real numbers such 
that not all of them are zeros, then  

 

    +       ... +      is irrational. 

 

Clearly  Exercise 8 is a very special case of 
Theorem 6. 

 

 

V. SOME RAMSEY TYPE THEOREMS AND 

PROBLEMS IN NUMBER THEORY 

 

 

Applying the Gallai-Witt-theorem in one 
dimension we get the following celebrated result 
of Van der Waerden: 

 

Theorem 7 (Van der Waerden): For every k and 
s positive integers there exists a smallest integer 
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W(s,k)=W, such that for every integer not less 
than W the following holds:  

 

for every s-coloring of the elements of the set 
{1,2,..., n} one can find a k-term monochromatic 
arithmetic progression in the set.   

 

It is hard to exactly determine the above defined 
so-called Van der Waerden numbers W(s,k).  

A famous elementary problem that occured in 
OKTV as a Van der Waerden type result is the 
following: 

 

Exercise 9: The elements of the set {1,2,..., 1986} 
can be colored by two colors in such a way that 
one cannot find a 18-term monochromatic 
arithmetic progression.  

 

Clearly in Exercise 9 one has to prove that W(2, 
18) 1986. One can give a direct construction by 
coloring the numbers in {1,2,...,1986} that are 
divisible by exactly one of the numbers 7 and 17 
by red, and the other numbers by blue. It is not 
hard to show that this construction works. 

By using Berlekamp’s theorem we can give a 
much more general and stronger estimate: 

 

Theorem 8 (Berlekamp): For every prime 
number p holds the inequality p∙  ≤W(2, p+1). 

 

Applying Theorem 8 for p=17 we get that 
17∙   ≤ W(2, 18), which is much stronger than 
the result of Exercise 9.  
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Abstract: 

In this paper we will present some problems which are 

related to topics in linear algebra.  

 

Introduction 

 

 

Using linear algebra is an efficient way to solve 

mathematical problems. We will demonstrate the force of 

linear algebra through various examples. 

The presented problems are elementary, but can be 

considered as hard problems. Using the presented methods 

one can easily generalize the problems and pose new 

problems.  

 

Linear dependence and independence 

 

 

One of the most important terms in linear algebra is the 

one of linear independence. 

 

 

We will define linear independence and dependence 

before the investigation of our first problem. 

 

 

 

Definition: Let V be a vector space over the field F. The 
vectors   ,   , ...,    form a linearly independent system 
of vectors, if for the elements   ,   , ...,    of F the equality 
    +    +...+     = 0 implies that  

  =  =...=   =0. If a system of vectors is not linearly 
independent, we call it linearly dependent. 

 

 

Related to linear independence, we will prove a result, 

which appeared in Kömal among the hard problems. The 

problem’s object is rationality and irrationality of numbers 

generated by linear combinations. 

The solution does not require non-elementary ideas, but 

that does not mean, that the problem was easy. If someone 

wants to solve this problem, then one has to know the 

standard ideas of linear algebra.  

 

 

 

Theorem 1:  

Among any (2n-1) irrational numbers there are n  (say   , 
  , ...,   ) with the following property: 

if   ,   , ...,    are nonnegative real numbers such that not 
all of them are zero, then  

 

    +       ... +      is irrational. 

 

 

Proof: 

 

We will prove the statement of the theorem by induction 

on n. If n=1, then the statement holds.  
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Let us assume that we proved the statement for n<N. Let  

  ,   , ...,       be irrational numbers. Let us assume to 

the contrary, that the statement of the theorem does not 

hold for these numbers.  

Using the induction hypothesis we can find (N-1) among 

these (2N-1) numbers (say   ,   , ...,     ), which fulfill 

the conditions. Due to the indirect assumption one cannot 

choose an N-th number from the set  {  ,     , ...,      } 

such that the prescribed condition holds. 

 

There are nonnegative rational numbers   ,     , ..., 

      such that not all of them are zeros and the number 

 

 

    +         + ...+             is rational.   

 

 

Let us consider the N-element sets   ={  ,   , ...,     , 

      }, where j=1,2,...,N. 

 

Due to the inirect assumption for every j=1,2,...,N there 
are nonnegative rational numbers 

 

    ,     , ...,     , such that not all of them are zeros and 

the number 

 

      +       + ...+            +            is rational. 

By multiplying by appropriate rational numbers one  

can attain that      =        holds for every j=1,2,...,N.  

 

Now let us sum up the last N linear combinations, let us 
label this sum by S.  

 

The sum S must be a rational number, because all of the 
linear combinations were rational.   

 

But this sum S can be presented as the sum of the rational 

number     +         + ...+             and a  

linear combination of the numbers   ,   , ...,     , where 

all coefficients are rational and not all of the coefficients 

are zeros. But this implies that S must be irrational, which 

is a contradiction.   

 

 

Remark 1: 

in this problem one cannot speak about linear dependence 

and independence in the classical sense, because the 

investigation was restricted only to nonnegative rational 

coefficients. We could speak about a “quasi-

(in)dependence” in this case.  

 

Remark 2: 

the bound int the statement is the best possible, because by 

choosing 

  =  =...=   =e,     =    =...=      =-e one can see 

that we cannot choose more than n “quasi-independent“ 

numbers in the desired manner.   

 

Some plane geometry 
 

 

We will show the efficiency of linear algebraic methods 

proving a result in plane geometry. 

The following problem was posed in the journal 

“Matematika Tanítása”. The presented solution was 

published in the journal and was given by Borbély. 

 

 

Theorem 2:  

Let S be the circumscribed sphere of a regular tetrahedron 
whose edges have length 1. If      ,   ,    are points on 
the surface of S such that |    |<1 for every i and j, then 

these four points lie on a hemisphere of S. 

 

Proof: 

 

Let O be the center of S and let x  denote the vector         . 

Let ABCD a regular tetrahedron inscribed in S, 
AB=BC=CD=DA=AC=BD=1, OA=OB=OC=OD=R. Then  

 

 

a+b+c+d=0, thus 0=          =4  +12  cosq, 

 

 

 where q denotes the angle AOB. 

 

Thus we get that cosq= - 
 

 
.   

 

We will prove that the tetrahedron          does not 

contain the point O in its interior. From that follows the 

statement of the theorem immediately.  

Let us assume to the contrary that the tetrahedron 

         does not contain the point O in its interior. 
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With our notation this means that there are positive 

numbers              such that  

 

 

                   =0. 

 

 

The condition |    |<1 can be equivalently reformulated 

as      - 
 

 
. 

 

 

Thus we have (by using that the   ’s are positive) 

 

 

0=                     
 = 

 

 

  (  
 +  

 +  
 +  

 )+2                   
                                    > 

 

 

>  (  
 +  

 +  
 +  

 )+2  
 

 
                   

               = 

 

 

= 
 

 
           

         
         

  

       
         

         
  ≥0,  

 

 

which is a contradiction. 

 

 

Proving an inequality 
 

 

The following problem was posed in the journal 

“Matematika Tanítása”. The presented solution was 

published in the journal and was given by Borbély. 

 

Theorem 3: 

If A, B and C are the angles of an acute angled triangle 
and x, y, z are positive numbers, then the inequality 

 

  tgA+  tgB+  tgC 2xyz 
    

 
 

    

 
 

    

 
  holds. 

 

Proof: 

 

We will use the following result of Sylvester as a lemma: 

 

Lemma 1: 

A Hermitian matrix is positive semidefinite if and only if 
all its principal minors are nonnegative. 

 

Now let us reformulate the problem as  

 

 

        

             
             
             

  
 
 
 
  0. 

 

 

We will prove that the matrix  

 

 

             
             
             

  is positive semidefinite. 

 

 

tgA 0, because A is an acute angle. 

 

To prove that the second and the third principal minors are 
not negative, we will use the following lemma: 

 

Lemma 2: 

If A, B, C are the angles of a triangle, then 

 

(1) tgA+tgB+tgC=tgAtgBtgC 

 

(2) sin2A+sin2B+sin2C=4(sinA)(sinB)(sinC) 

  

Using (1) we can write the second principal minor as 

 

tgAtgB -      = 
           

   
 -       = 

 

   
          

               = 

 

= 
 

   
                     > 0. 

 

Using (1) and (2) the third principal minor can be written 
as 

 

            - sin            –  

sin            -       tgB -       tgA -       ∙ tgC = 

 

=             - 2 sin            -       tgB - 
      ∙ tgA -       ∙ tgC = 

 

=       ∙ tgA +       ∙ tgB +       ∙ tgC –  

2 sin            =  
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= 
 

 
                    - 2 sin            = 0. 

 

Thus the matrix is positive semidefinite and the statement 

of the theorem follows. 
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Abstract— A new software abstraction layer above the 

implementation layers was created in the SaaS based cloud 

technology and therefore heavily changed the way how 

Enterprise Resource Planning systems (ERP) are maintained 

and implemented over the hardware related platforms. The 

decades old release-by-release maintenance methodology, 

which was governed by version changes (pre-alpha to gold 

release) was substituted by a continuous release management. 

The Software as a Service (SaaS) model in the cloud which core 

business logic is implemented as a service offer above the low-

level hardware close implementation layer. This architecture 

can offer software products which have longer lifecycle, 

because it is detached from the constantly changing physical 

implementation layer. This kind of a sudden change of 

technology is present in the latest IT architecture, the presence 

of an additional abstraction layer seems logical. The root cause 

is that the basic business processes are not changing so rapidly, 

so they can remain untouched under the hood. The SaaS type 

life cycle management means that the heavily technology 

independent part are not describing the business processes 

anymore. Previous lifecycle implementations from the 

assessment phase to the post go-live and support phase dealt the 

business logic as one entity with its implementation. That 

means, that the question of code reusability has a different role 

as in the standard on premise model. This paper introduces a 

new method of encapsulating and identifying the software 

parts, which can be later reused in a cloud SaaS environment. 

Keywords: ERP, Model Driven Architecture Code 

sustainability, SaaS, BPR 

 

I. INTRODUCTION 

 

The total cost of ownership of an Enterprise Resource 
planning system is a very complex scenario to calculate. 
The currently used agile ones makes the whole calculation 
even more complex, because the agile methodology works 
in development circles, and there is now predefined number 
of the circles. The implementation period can be divided 
into several phases, such as the following [1][2]:   

- Diagnostic 

- Analysis 

- Design 

- Development 

- Deployment 

- Operation 

  

One of the most expensive part is the development phase, 
this part is usually done by special teams. Therefore, it is a 
vital question, when it comes to a version upgrade, is there 
a way to determine which parts of the code can be reused 
without major modifications? 

Previously, the on premise operational model offered an 
easy answer to this question. Between version upgrades, the 
operation model was not changed, therefore the code 
upgrade could take place in the same abstraction level. This 
standard model used the traditional client-server like 
architecture, where the following levels could store code 
elements: 

- Client (thick client in most cases) 

- Application server 

- SQL database 

This operational model was totally changed, when the 
ERP systems occupied their place in the cloud. The 
physical infrastructure moved from the datacenter to the 
cloud infrastructure, which means that the whole 
infrastructure operation is not in the scope anymore. On the 
other hand, bandwidth become a critical point of operation:  

 On Premise Cloud 

Security No dedicated internal 
IT group for security 

Dedicated IT 
resources are 
needed to handle 
security internally 

Costs Cost are in correlation 
with the required 
resources, can be 
changed rapidly 

Cost are in 
correlation with the 
size of the 
infrastructure 

Maintenance No dedicated IT 
support group 

Dedicated IT 
support group with 
the company 

Table.1. On premise and cloud based operational 
models comparison 
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Although the differences could be small for the first 
sight, the Platform as a Service and Software as a Service 
operational models make it a little complex, by 
implementing a new abstraction layer for the business core 
logic, which makes the biggest difference.  

The cloud based Platform as a Service (PaaS) enables 
third party software solution service delivery, and covers 
the complexity of the implementation layer below. This 
cloud implementation layer means the whole middleware 
and datacenter technical solution. So, it offers the platform 
services, while hiding the whole architecture 
implementation from the solution in the cloud.  

Software as a Service (SaaS) model offer a more 
sophisticated operational mode, with the following key 
features [3]: 

 

- Data and the Software solution is stored in a 
common place, which is widely known as the cloud 
solution. 

- Clients access the software solution via thin client, 
and are charged on usage base – not on license base 

- Infrastructure implementation is present on the 
vendor, and the resource need can be reconfigured 
without any hardware side changes on the customer. 

- Customers use the latest version of the software, 
provided on-demand, and do not have to bother with 
version upgrade. 

 

This article focuses on the SaaS operating model, and 

describes a method, which can help identifying the 

reusable software components.  
     

 

II. SOFTWARE REUSABILITY IN CLOUD BASED SAAS 

MODEL 

 

This paper focuses on the code part reusability of a 

cloud based software solution in a Software as a Service 

operation model, as shown in Fig.1.  

 

Fig.1. ERP cloud models [7] 

 

This operating model presents a new abstraction layer, 

which means that software products has to adapt to the new 

requirements. Therefore, some layers of the original on-

premise version have to be rewritten.  The basic task is how 

to minimize the amount of code, which needs modification 

[13]?  

 

The actual software product, which is the center of the 

interest is the Microsoft Dynamics 365 cloud version, 

which uses Microsoft Azure cloud as Platforms as a 

Service (PaaS), which offers the solution as a service all in 

one. 

PaaS platforms makes possible for software solutions 

build and deliver services suitable to the SaaS model, and 

hides the highly complicated underlying middleware and 

the whole datacenter architecture [5]. 

 

• Infrastructure as a Service: provides a low 

level of hosting services, the service level is 

responsible for the virtualization, servers, 

DB storage, and network. It is the first cloud 

based operation level over the datacenter on-

demand solution. 

• Platform as a Service: one level above the 

IaaS, this service level is responsible for the 

operating system(s), middleware interface(s) 

and the runtime software modules. PaaS 

offers the control over the application and its 

data for the customers. 

• Software as a Service: at this level, the 

customer(s) has to take care only modelling 

the core business logic over the software 

solution, and use the IaaS cloud based 

infrastructure as a whole implementation 

service. The total inverse of the on-demand 

datacenter model. 

 

A. Model Driven Architecture (MDA)  

 

MDA development approach is based on models, 

which acts as the foundation of design, development and 

the operation lifecycle. Separates the core business logic 

from the technical implementation. This will be the key 

point, which will act as the starting point of distinguishing 

the code part which can be refactored.  

MDA uses the following three categories:  

 

• Computation Independent Model, contains 

the business domain model 

• Platform Independent Model, describes the 

system functionality in implementation 

method independent form 

 

• Platform Specific Model, system 

specification according to the 

implementation technology 
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Fig. 2. Model Driven Architecture layers 

 

MDA creates a new level of abstraction, above the 

implementation layers, in which the organizations are able 

to create their own objects to represent their business logic 

in an implementation independent way. The modelling 

language for this business abstraction layer is quite 

important for to identify the specific code part. The 

properties which describes the requirements are vital to 

identify the similar business processes and attach them to 

the implemented code parts. 

 

 

B. Platform Independent Model definition 

 

The implementations of a Platform Specific Model can 

be done in different ways, which is not the focus of this 

article. It focuses on finding an optimal way how the 

Platform Independent Model can be used to decide the 

common set of objects between the upgrade paths. 

From the MDA point of view, three abstraction layers 

were successfully identified for SaaS implementations.  

CIM could specify the requirements for the system in a 

high level. PIM can describe a platform independent 

manner of the operation, while hiding the platform 

technical operations. PSM defines the platform specific 

model and describes the low-level platform details. MDA 

is able to map a single PIM in the cloud to more different 

PSM, as the transformation goes from platform 

independent view to platform specific view of the solution.  

UML (Unified Modeling Language) description was 

used mostly because of being a standard. CIM, PIM and 

PSM layers are described with the aid of UML. This paper 

will show the examples from Dynamics 365 cloud based 

version, and will compare it with the already existing on-

demand version of the same ERP system. 

CIM model definition must be extended with the right 

property definitions, which has to be matched to the 

requirements list. The requirements list of the business 

processes has to be matched to the requirements model of 

the CIM without losing valuable details. Having the right 

requirements model in CIM is vital to go be able to 

identify, what kind of requirements has to satisfy the code 

representation in PSM, and how the code elements can be 

identified, which can stay untouched after the SaaS model 

transition? The following chapter will show an elementary 

example, where the PIM model could be built up, attach it 

to the PSM model via the necessary transformation tool. 

When analyzing the current codebase in the on premise 

version, part of the UML class schema looks like this: 

 

 

 
 

Fig. 3. Class schema of the RunBase class on Premise 

PIM model [6] 

 

 

This UML model contains entity relationship data 

model, with all the elements of shared and private objects. 

It also contains code classes, interfaces, with all the 

attributes, operations, parameters types and return types. 

This PIM model is enough to decide the question: how can 

the two-object model compared during the upgrade 

process, whether they are compatible? 

During the code upgrade process, only the currently 

existing business processed are in focus of refactoring, 

new business requirements are certainly not. New features, 

which can replace old features, are also not affected. 

Refactoring only affect the common set of business 

requirements, so that will also decrease the number of 

possible objects.  

When the object hierarchy diagram is ready in UML 

format, the specific object is described by state of the 

object described by the attributes, and the behavior of the 

object described by the operations. These object are 

working in association and dependency, maybe interacting 

with other objects in their dependency graph. Aggregation 

and composition means a stronger level of association, 

with objects owning parts from other objects.  
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Composition is a higher level relationship than 

aggregation, meaning the whole part relationship.  

 

 

III. BUSINESS PROCESS UPGRADE USING PIM MODEL 

BASED APPROACH 

In order to show the possibility of reducing the 

necessary code changes between code upgrade from on 

premise version of cloud based SaaS version of the same 

software solution, the previously mentioned example will 

be examined.  

Fig.4. Runbase class operations in on premise PIM model 

[10] 

The PIM for a SaaS cloud software solution in UML 

schema format contains objects, their attributes and 

operations. Accessor methods of the attributes are not 

explicitly described, because this task will be done during 

the MDA mapping, where this attributes will be translated 

into the right accessor methods. The PIM model will give 

a static view of the system. 

The other main part, which can help identify the code 

parts responsible for implementing the similar requirement 

is the attributes: what are the input/return data formats, 

how the code interacts with its environment [17]? 

All of these business requirements remain the same 

when upgrading from on premise version to SaaS cloud 

based version, so the first supposition is fulfilled. The 

requirements are the same, which means no new business 

logic has to be implemented, it is possible that no code 

change is needed by the PIM model. According to the PIM 

model, that the parameters and the operations needs to be 

the same in both software versions 

 

Fig 5. PSM implementation of the RunBase class 

The PSM implementation of the RunBase and its 

connected classes are frequently used in running scheduled 

batch jobs. Main business requirements are the following: 

- Schedule a batch job per user, company, batch 

group. Scheduling can be repetitious also. 

- User interaction dialog for setting up the 

initial parameters 

- Result messages logging 

- Output actions handling, like format 

conversion, emailing, etc. 

- Exception handling and error logging for late 

usage 

- Restricted resource using through batch 

groups 

- Service-like running 

- Parallelism  

Platform Specific Model can be implemented in 

different ways, this article does not bother with different 

implementation strategies. The focus of the article is 

finding a way where the Platform Independent Model is 

used to decide the common set of objects between the 

upgrade paths. 

As for the comparison between the two PIM models, 

they seem similar. Generally, it goes by the expectations, 

because the business requirements are the same, so the 

expected outcome is to have similar operations model. The 

exact comparison for a couple of thousands of objects has 

to be done automatically.  
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Fig.6. Runbase class operations in cloud base SaaS 

PIM model 

This example shows, that PIM model stores enough 

information to decide about the refactoring of objects. As 

the Platform Specific Implementation layer is not touched, 

the implementation can be done in various ways, the 

process and the used models in PIM will not reflect any 

system specific properties of the software solution. 

As the SaaS model brought new abstraction layer [16] 

into the cloud based software operation model, the 

refactoring becomes more vital, as the core business logic 

is the same or very similar. This new abstraction layer 

divides the core business logic from any transformation on 

infrastructure specific layers, and allows the customer 

focusing only with its business processes. 

Although the underlying infrastructure seems to have 

longer lifecycle, with the aid of the new SaaS operating 

model, the software product can “live longer”. The basic 

business processes, like incoming invoice approval and 

posing a transaction into the General Ledger seems more 

or less stable in the past decades, well before the 

introduction of the Enterprise Resource Planning Systems 

[14]. This SaaS operating model makes it possible for the 

customers to always use the latest version of the software, 

without taking attention of the underlying infrastructure, 

which covers the following: applications runtime, 

middleware, operating system, virtualization, servers, 

storage, networking, security [15]. Not only the workload 

and the responsibility goes to anywhere else, but the 

customers has the possibility to deal with the only thing 

they can do better: tailoring the core business logic. 

VI. CONCLUSIONS AND FUTURE WORK 

 

PIM model is enough to decide about the code 

refactoring, if the object hierarchy is well defined, and the 

requirements list is up to date according to the business 

requirements[11][12]. It contains every information, about 

the properties and the behavior of the code objects, so on 

the decision side, no need to bother with the transformation 

and underlying layers. The upgrade task from on premise 

to SaaS cloud based versions used the same middleware, 

OS and virtualization technology, so the PIM->PSM 

transformation was easy, because the same software 

technology.   

Future work will be go towards to analyze how the 

different PSM models and the transformation affects the 

implementation of the same PIM model. How can be 

assured, that the transformation to different PSMs do not 

changes the core business logic implementation?  
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Abstract — Semantics-preserving encryption methods are 

encryption methods that not only preserve the format (data 

structure) of the input, but also a set of additional properties that 

are desired to be preserved (for example, transforming an IP 

address into another from the same subnet). Such methods may 

be used to anonymize logs or otherwise hide potentially sensitive 
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applied to common computer networking related data types such 

as IPv4, IPv6, and MAC addresses. 
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I.  INTRODUCTION 

Format-preserving encryption methods, i.e. methods that – 
using a secret key – reversibly map an element of a set to 
another element of the same set, are most often used when data 
is to be shared with untrusted third parties that perform format 
checks on the input. In these cases, the output of a traditional 
encryption function would not be accepted by the third party, 
as the format checks would fail. In recent years, format-
preserving encryption methods have been proposed for simple 
data types, such as integers [1] or DateTimes [2], as well as 
more complex ones, such as JPEG or PNG images ([3], [4]). 

Computer networking related data types (e.g. IPv4 and IPv6 
addresses) are usually treated as binary data, which works fine 
as long as only basic (length) checks are in place. However, 
several addresses and address types have special or additional 
meanings, therefore, an address encrypted into one of these 
may fail more sophisticated checks. This is where semantics-
preserving encryption methods enter the picture. 

Using semantics-preserving encryption, it can be ensured 
that alongside encrypting in a format-preserving manner, a set 
of desired properties are also transferred to the ciphertext. This 
property set should be tailored to each use case to contain the 
least amount of information to make validation checks pass, 
without revealing unnecessarily much. In addition, semantics-
preserving encryption can also be used to anonymize logs 
containing computer network related data types. Then, these 
logs may be shared with third parties, without having to worry 
about leaking sensitive information such as the network 

topology or internal addressing practices. Since this is 
encryption, the data owner may reverse the encryption using 
the key if needed. 

This paper enumerates the most frequently used computer 
networking related data types, providing a semantics-
preserving encryption method for each one. 

II. RELATED WORKS 

There are currently no known papers that address the topic 
of encrypting MAC addresses in a semantics-preserving 
manner. For IPv4 addresses, there exists Tcpdpriv [5], an open 
source anonymizer that may be configured to preserve the first 
N bits of the address, but it does not consider special addresses 
and address spaces. Xu et al. [6] show that it also has the 
drawbacks of not being consistent between different traces, and 
that it has a rather large memory footprint (320 MBs of 
memory for a trace with 10 million unique IPv4 addresses). 
Tcpdpriv did not originally support IPv6 addresses, but was 
extended by Cho et al. [7] to do so. There exist additional 
proposals ([8], [9], [10]) for transforming IPv4/IPv6 addresses, 
but none of them goes further than preserving prefixes, and 
some of these methods are not even reversible. 

III. MATHEMATICAL BACKGROUND 

This section explains the mathematical background that is 
needed to understand how format-preserving encryption, the 
basis of semantics-preserving encryption works. 

All of the proposed algorithms herein rely on the existence 
of a function �, where � is a format-preserving transformation 
(encryption) as defined by Black and Rogaway [11], where � 
is the encryption key, and � is the message space: 

 �: � ⨯ � → �  (1) 

For �, an inverse function �-1 must also exist such that if 
(2) holds true, then (3) is also true: 

 ∀k ∈ �; ∀ m1, m2 ∈ �; �(k, m1) = m2 (2) 

 �-1(k, m2) = m1 (3) 

In their paper, Format Preserving Encryption, Bellare et al. 
[12] construct functions that work in this manner, but � can 
only be a set of integers of arbitrary width (often referred to as 
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BigIntegers). These functions can be used as the basis of a 
rank-then-encipher approach that may be used to construct 
others that work on sets of arbitrary data types. Rank-then-
encipher methods have three distinct steps: 

• Ranking: consider a set �, where � can now 
contain elements of arbitrary data types (not just 
integers). Define a bijective mapping � (eq. 4): 

 �: �→ {0, …, |�|-1} ⊂ ℕ (4) 

Apply � to the value m to be encrypted: 

 rank = �(m ∈ �) (5) 

Note: In practice, � can be a simple function that 
maps each element of � to its index (position) 
in the set (i.e. the first element maps to 0, the 
second one to 1, and the last one to |�|-1).  

• Encipherment: use one of Bellare's functions (with 
any key of our choice) to encrypt the rank from 
the previous step: 

enc_index = FE2_Enc(k ∈ �, rank, |�|-1) (6) 

• Unranking: since � is bijective, it has an inverse 
�-1. Applying �-1 to enc_index yields an element 
of �, thus we have constructed an � → � 
function. 

Note: If the above-mentioned simple function 
was used for ranking, then �-1 essentially just 
returns the enc_index th element of �. 

Decryption works similarly: 

• Rank ing: apply � to the value c to be decrypted, 
just as in eq. (5). 

• Decipherment: use the inverse of Bellare's 
functions with the same key k as in eq. (6) to 
decrypt the rank from the previous step: 

dec_index = FE2_Dec(k, rank, |�|-1) (7) 

• Unranking: applying �-1 to dec_index returns the 
original m. 

Making use of the rank-then-encipher method, it is now 
possible to construct algorithms that in addition to preserving 
the format of the input, they also preserve semantics. 

For the rest of this paper, unless otherwise mentioned, 
encryption will refer to encrypting in a format-preserving 
manner, while decryption will refer to reversing said 
encryption. 

IV. PRESERVING SEMANTICS FOR COMPUTER NETWORKING 

RELATED DATA TYPES 

In order to design semantics-preserving methods, it is 
imperative to understand how each kind of address is 
structured and which addresses or address ranges have special 
meanings (this is what needs to be preserved). This section 
aims to describe the most commonly used networking-related 

data types, then proposes algorithms that may be used to 
encrypt said data types in a semantics-preserving manner. 

A. MAC Addresses 

Media Access Control (MAC) addresses are 48-bit physical 
addresses that are mostly used by network devices running 
IEEE 802-based network technologies, such as Ethernet, WiFi, 
or Bluetooth. The 6-byte address comprises of two 3-byte parts 
(see Figure 1.): the Organizationally Unique Identifier (OUI), 
and the Network Interface Controller specific identifier [13]. 

MAC address

24 bits (3 bytes)

NIC Identifier
Organizationally 

Unique IdentifierMAC address

24 bits (3 bytes)

NIC Identifier
Organizationally 

Unique Identifier

 
Figure 1.   Structure of a MAC address 

Generally, OUIs are allocated by the IEEE Registration 
Authority, and are used to uniquely identify the company that 
manufactured the network interface card, while NIC identifiers 
are assigned by the manufacturers under the requirement that 
every single NIC ever produced should be assigned a unique 
identifier [13]. The first and second least significant bits of the 
most significant byte of the OUI have special meanings (Figure 
2.): the least significant bit (Individual/Group bit) denotes 
whether the MAC address is a unicast (value of 0) or 
multicast/broadcast (value of 1) address, and the second least 
significant bit (Global/Local bit) denotes whether the address 
is locally administered (overridden by the system 
administrator) (value of 1) or not (value of 0). 

1
st

 byte (LSB)

bit 8 

(msb)
bit 7 bit 6 bit 5 bit 4 bit 3 G/L I/G

bit 8 

(msb)
bit 7 bit 6 bit 5 bit 4 bit 3 G/L I/G

3
rd

 byte (MSB) 2
nd

 byte

 

Figure 2.   Position of the G/L and I/G bits in the OUI 

To preserve semantics, the value of these two special bits 
should be preserved. For locally administered addresses, the 
remaining 46 bits of the address may be encrypted without 
restrictions, whereas for unique addresses, two different 
strategies may be used: 

• Leave the OUI as is, and only encrypt the NIC 
identifier. This ensures that the encrypted address 
will appear to be one from the same vendor as the 
original.
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TABLE I.  SPECIAL-USE MAC ADDRESS BLOCKS 

Block start  Block end Defined in Purpose 

00:00:5E:00:00:00 00:00:5E:00:00:FF RFC 7042 Reserved, ratification required for assignment 

00:00:5E:00:01:00 00:00:5E:00:01:FF RFC 5798 Virtual Router Redundancy Protocol (VRRP) for IPv4 networks 

00:00:5E:00:02:00 00:00:5E:00:02:FF RFC 5798 Virtual Router Redundancy Protocol (VRRP) for IPv6 networks 

00:00:5E:00:52:00 00:00:5E:00:52:FF RFC 7042 Reserved for small allocations (3 addresses currently allocated [14]) 

00:00:5E:00:53:00 00:00:5E:00:53:FF RFC 7042 For use in documentation only (unicast) 

01:00:5E:00:00:00 01:00:5E:7F:FF:FF RFC 1112 IPv4 multicasting 

01:00:5E:80:00:00 01:00:5E:8F:FF:FF RFC 5332 Multi-Protocol Label Switching (multicast) 

01:00:5E:90:00:00 01:00:5E:90:00:FF RFC 7042 Reserved for small allocations (4 addresses currently allocated [14]) 

01:00:5E:90:10:00 01:00:5E:90:10:FF RFC 7042 For use in documentation only (multicast) 

01:80:C2:00:00:00 01:80:C2:FF:FF:FF 802.1D Reserved for use in the 802.1D IEEE standard for MAC bridges 

33:33:00:00:00:00 33:33:FF:FF:FF:FF RFC 2464 IPv6 multicasting 

 

• Make a list of valid OUIs1, then use a rank-then-
encipher function to encrypt the OUI. Encrypt the 
NIC identifier separately. This ensures that the 
encrypted address will appear to be from a valid 
manufacturer. 

Some address blocks, instead of being assigned to vendors, 
are reserved for use in specific protocols (see Table I.). In order 
to encrypt addresses from any of the reserved blocks, it is 
important to understand how those addresses are allocated and 
used. For the VRRP MAC ranges, the last octet comes from the 
VRID2, which also appears in upper-layer packets, therefore 
care should be taken to encrypt it consistently everywhere 
where it appears. Small allocation ranges at present have only 
single address allocations with a specific purpose [14], these 
should not be changed during encryption. The ranges reserved 
for documentation should never be used in a non-hypothetical 
network, therefore these need not be encrypted (but if desired, 
the last octet may be encrypted freely). For the MAC range 
used by MPLS, the last 20 bits of the address are calculated 
from MPLS labels 3 , meaning that these should only be 
encrypted along with the labels to preserve consistency. The 
address range reserved for 802.1D consists of single allocations 
with a specific purpose [15], these addresses should be left 
intact. As for the IPv4 and IPv6 multicast MAC ranges, the 
lowest 23 and 32 bits (respectively) are derived from the IP 
addresses, therefore these should not be directly encrypted, but 
instead, be recalculated when the IP addresses are encrypted. 

There are also two MAC addresses with a special meaning: 
the so-called unspecified address 00:00:00:00:00:00 (with all 
the bits set to 0), and the broadcast address ff:ff:ff:ff:ff:ff (with 
all the bits set to 1). These should not be changed during 
encryption. 

                                                        
1 The list changes frequently, and is too long to be included here. The latest 

version may be acquired from https://standards-oui.ieee.org/oui/oui.txt.  
2 Virtual Router Identifier, a number used by the VRRP protocol. 
3 A 20-bit field used for routing packets in MPLS networks. 

Considering the previous observations, the following 
algorithm can be given to encrypt MAC addresses in a 
semantics-preserving manner: 

1) If the input is the unspecified address or the 
broadcast address, return the input unchanged. 

2) If the input is in one of the special-use blocks, 
encrypt the address (and possibly other fields in 
the packet, as needed) based on the previous 
considerations. 

3) If the address has the locally administered bit set, 
consider the address without the I/G and G/L bits 
as a 46-bit integer, then encrypt it. In the resulting 
ciphertext, re-insert the original I/G and G/L bits 
in the appropriate positions. Return this 48-bit 
number as a MAC address. 

4) Otherwise, use one of the OUI encryption 
strategies mentioned earlier, then encrypt the NIC 
identifier. Construct a new MAC address from 
these two ciphertexts. 

The decryption process can also be described in the same 
fashion: 

1) If the input is the unspecified address or the 
broadcast address, return the input unchanged. 

2) If the input is in one of the special-use blocks, 
decrypt the address and any other fields that were 
changed during encryption. 

3) If the locally administered bit is set, consider the 
address without the I/G and G/L bits as a 46-bit 
integer, then decrypt it. In the resulting plaintext, 
re-insert the original I/G and G/L bits in the 
appropriate position. Return this 48-bit number as 
a MAC address. 

4) Otherwise, we have to know which strategy was 
used for encrypting the OUI. If the OUI was 
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TABLE II.  SPECIAL-USE IPV4 ADDRESS BLOCKS 

Block  Defined in Purpose Block Defined in Purpose 

0.0.0.0/8 RFC 1122 Unspecified address 192.0.2.0/24 RFC 5737 Documentation (TEST-NET-1) 

10.0.0.0/8 RFC 1918 Private use 192.168.0.0/16 RFC 1918 Private use 

100.64.0.0/10 RFC 6598 Carrier-grade NAT 198.18.0.0/15 RFC 2544 Benchmarking 

127.0.0.0/8 RFC 1122 Loopback addresses 198.51.100.0/24 RFC 5737 Documentation (TEST-NET-2) 

169.254.0.0/16 RFC 3927 Link-local addresses 203.0.113.0/24 RFC 5737 Documentation (TEST-NET-3) 

172.16.0.0/12 RFC 1918 Private use 240.0.0.0/4 RFC 1112 Reserved 

192.0.0.0/24 RFC 6890 IETF assignments 255.255.255.255/32 RFC 1122 Limited broadcast 

preserved, keep the OUI and decrypt the NIC 
identifier. If the OUI was not preserved, reverse 
the rank-then-encipher method on the OUI over 
the same list that was used during encryption, then 
decrypt the NIC identifier. 

B. IPv4 Addresses 

Internet Protocol version 4 (IPv4) addresses are 32-bit 
logical addresses that are used by devices to communicate over 
IPv4 networks. In order to encrypt IP addresses in a semantics-
preserving manner, it should be understood how IP addresses 
are allocated, formed, and used. The addresses are assigned in 
blocks by the Internet Assigned Numbers Authority (IANA), 
either to be leased to customers through other organizations, or 
to be used for special purposes [16]. 

IPv4 addresses are usually written in the form A.B.C.D, 
where A, B, C, and D are integers between 0 and 255. Each 
address is made up of network bits and host bits – the former 
identify the network, the latter a host. The number of network 
bits may be given in the Classless Inter-Domain Routing 
(CIDR) notation, where it is appended to the IP address 
following a forward slash (e.g. 127.0.0.1/8), or it may be given 
in the form of a subnet mask (e.g. 255.0.0.0), where each 1-bit 
in the mask means that the corresponding bit in the IP address 
identifies the network. The first and last addresses of each 
subnet are special: the first one is the network address, while 
the last one is the broadcast address for that subnet – these 
may not be assigned to hosts. Networks usually have a default 
gateway – a host to which other hosts in the same network can 
send packets that are addressed to hosts on different networks. 
While there is no standard for this, default gateways are usually 
assigned the first or last assignable address of the subnet. 

During encryption, care should be taken never to transform 
an IP address that is not a network address into one that is, to 
transform an address that is not a broadcast address into one 
that is, and vice versa. If the size of the network is known and 
is relevant (e.g. when anonymizing an internal network), it 
should be ensured that if any two hosts were in the same subnet 
before encryption, they should remain in the same subnet after 
encryption (but the subnet itself, of course, may be different). If 
there was a default gateway, and it had the first or the last 
address, it should have the first or last address in the 
anonymized (encrypted) network as well. 

When encrypting IP addresses allocated for special purposes 
(see Table II.), to preserve semantics, it should be understood 
how the addresses in those blocks are used. Of the 0.0.0.0/8 
block, usually only the address 0.0.0.0 is used – this should not 
be changed during encryption, while the rest of the addresses in 
the block should encrypt into other addresses in the block. The 
same applies for the loopback range – usually only the first 
address, 127.0.0.1 is used, this should not be transformed, but 
the rest of the addresses in the block should be. Addresses in 
the 100.64.0.0/10 block should be transformed into addresses 
in the same block. Private use blocks are freely assignable by 
network administrators, these addresses are used in internal 
networks and do not appear on the internet. Subnets in these 
blocks should only be transformed into other subnets in these 
blocks, but the subnets do not have to remain in the same 
private block (for example, transforming 192.168.10.0/24 into 
172.16.20.0/24 is allowed). Addresses in the link-local block 
should be transformed into addresses in the same block, except 
for the first and last 256 addresses, which are reserved for later 
allocation [17], and should be left as is. Addresses in the IETF-
reserved block should not be transformed. Addresses in the 
documentation blocks should never be used in actual networks. 
These may be transformed into addresses from the same block 
or may be left as is; in addition, each block as a whole may be 
transformed into one of the other blocks. Addresses in the 
benchmarking block may be left as is, or may be transformed 
into addresses from the same block. Addresses from the 
240.0.0.0/4 (reserved) block should never appear anywhere, 
deciding how to deal with these is left for the implementor of 
the encryption algorithm. Finally, the limited broadcast 
address, 255.255.255.255 should be left intact. 

There also exists a block, 224.0.0.0/4 that is used for point-
to-multipoint (multicast) traffic [18]. The block contains 
several single-address allocations, range allocations, as well as 
ranges of reserved and unassigned addresses. These are not 
listed in this paper due to lack of space and frequency of 
updates to the allocations. When encrypting addresses from 
this block, single-address allocations should not be 
transformed, while addresses from range allocations should be 
encrypted into other addresses from the same range. Reserved 
addresses and address ranges should not appear in logs, but 
may be treated as single and range allocations, respectively. 
Unassigned addresses and ranges should be treated as single 
and range allocations, respectively. 
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TABLE III.  SPECIAL-USE IPV6 ADDRESS BLOCKS 

Block  Defined in Purpose Block Defined in Purpose 

::/128 RFC 4291 Unspecified address 2001::/32 RFC 4380 TEREDO (4-to-6 transition technology) 

::1/128 RFC 4291 Loopback address 2001:2::/48 RFC 5180 Benchmarking 

::ffff:0:0/96 RFC 4291 IPv4-mapped addresses 2001:20::/28 RFC 7343 ORCHIDv2 

64:ff9b::/96 RFC 6052 IPv4-IPv6 translation 2001:db8::/32 RFC 3849 Documentation 

64:ff9b:1::/48 RFC 8215 IPv4-IPv6 translation 2002::/16 RFC 3056 6to4 (transition technology) 

100::/64 RFC 6666 Discard addresses fc00::/7 RFC 4193 Private use (unique local) 

2001::/23 RFC 2928 IETF assignments fe80::/10 RFC 4291 Link-local unicast 

Transforming addresses into other addresses in the same 
block is done by leaving the network bits as is, then using a 
rank-then-encipher function on the host bits (section III.), 
modified to exclude the network and broadcast addresses from 
the mapping. Where addresses have to be transformed among a 
list of blocks, a rank-then-encipher function may be used on the 
list index for the network bits, and the host bits can be 
transformed as explained previously. 

Considering all of the above, encrypting an IPv4 address in a 
semantics-preserving manner can be done using the following 
steps: 

1) If the address must be left intact, leave it as is. 

2) If the address is in one of the special-use blocks, 
encrypt it based on the previous considerations. 

3) If the number of network bits is known, leave or 
encrypt the network bits as needed, then encrypt 
the host bits as explained previously. 

4) Otherwise, the address is from a public, non-
special range and nothing else is known about it, 
so make a mapping of addresses in non-special 
ranges, then use a rank-then-encipher function to 
encrypt the address. 

Decryption is as follows:  

1) If the address was to be left intact, do nothing. 

2) If the address is in one of the special-use blocks, 
decrypt it based on the previous considerations. 

3) If the number of network bits is known, decrypt 
the network bits if they were encrypted previously, 
then decrypt the host bits. 

4) Otherwise, the address was from a public, non-
special range and nothing was known about it, so 
use the same mapping as what was used for 
encryption, then use the rank-then-encipher 
function to decrypt the address. 

C. IPv6 Addresses 

Internet Protocol version 6 (IPv4) addresses are 128-bit 
logical addresses that are used by network devices to  

 
communicate over IPv6 networks. Addresses are written in the 
form of A:B:C:D:E:F:G:H/n, where A to H are 16-bit blocks 
represented as hexadecimal values (e.g. fe80) and n is the 
prefix length, having the same function as subnet masks in 
IPv4. Since the addressing works similarly to IPv4 addresses, 
the algorithms for encrypting and decrypting these addresses 
semantics-preservingly are also similar, with a few notable 
exceptions. 

In IPv6, there is no broadcasting. As a result, there are also 
no broadcast addresses. This means that the last address of a 
prefix no longer has to be treated in a special way. 

As with IPv4, some address blocks (see Table III.) are 
reserved for special use [19], these need to be treated 
differently. The unspecified and the loopback address ranges 
have been reduced to one address each, these should not be 
changed during encryption. The documentation, the 
benchmarking, the IETF-assigned range, and the private block 
should be treated as they were in IPv4. Addresses from the 
discard block and the link-local unicast block should be 
transformed into other addresses from the same block. 
ORCHIDv2 addresses are only to be used as non-routable 
overlay addresses, thus should not appear in regular traffic logs 
– in case they do, they need to be changed into a valid 
ORCHID identifier (this is not discussed further in this paper). 

Addresses in the IPv4-mapped address block, the TEREDO 
block, the IPv4-IPv6 translation blocks, and the 6to4 block 
contain IPv4 addresses, either embedded in the IPv6 address, 
or in the payload. When encrypting addresses from these 
blocks, transform the embedded address instead of the IPv6 
address. 

In addition, IPv6 has a multicast address block, ff00::/8 [20]. 
This should be treated in the same way as addresses in the IPv4 
multicast block. 

Finally, some IPv6 addresses are generated from the 
interfaces' MAC address using the EUI-64 algorithm [21]. For 
cases when both the MAC and the IPv6 addresses are to be 
encrypted and the IPv6 address appears to have been calculated 
from the MAC address, encrypt the MAC address first, then 
recalculate the IPv6 address using the resulting ciphertext. 
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D. TCP and UDP Port Numbers 

Port numbers are 2-byte numeric identifiers that are used to 
identify network services running on hosts. Port numbers 
belong to one of the three categories [22]: 

1) Well-known ports (from 0 to 1023), 

2) Registered ports (from 1024 to 49151), 

3) Dynamic (also referred to as private) ports  
(from 49152 to 65535) 

The list of well-known and registered ports is maintained by 
IANA. Ports in these ranges generally indicate a specific 
service running on a host (e.g. TCP port 25 identifies an SMTP 
service that can be used to send mail). However, this list is a 
recommendation, not a requirement, and any service may be 
set to listen on any port. It is also worth noting that some ports 
in these ranges are unassigned or reserved. 

To encrypt port numbers, the following algorithm can be 
used: 

1) If the port is a dynamic port, encrypt it into 
another from the dynamic range. 

2) If it is a well-known or registered port that is not 
unassigned or unallocated, leave it as is. 

3) Otherwise, make a list of unassigned and 
unregistered ports, then use the rank-then-encipher 
approach to encrypt it. 

The process of decryption is not described due to the lack 
of space, but it may be easily inferred by looking at the 
algorithm used for encryption. 

V. FURTHER CONSIDERATIONS 

When relying on the lists of reserved OUI blocks for MAC 
addresses and reserved IP blocks for IPv4/IPv6 addresses, one 
should check the IANA allocation tables ([14], [16], [18]-[20]) 
to ensure that the latest, most up-to-date list is used. 

CONCLUSION 

Semantics-preserving encryption is useful for a variety of 
use cases where data has to be encrypted or anonymized before 
being shared with third parties while still preserving certain 
properties of the source. Despite having practical uses, no 
elaborate solutions have been offered to date. The aim of this 
work was to demonstrate what semantical information the 
various computer networking related data types carry, then 
present algorithms that can be used to encrypt these data types 
while preserving this semantical information. 
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It is needless to underpin that STEM (Science 

Technology Engineering Mathematics) is in crisis. What can 

we do in secondary education of science to ease the peril? 

Today, instead of the teacher’s presentation and 

interpretation, hands-on activities seem to appear on the 

palette of science methodology in secondary education. If a 

hands-on activity includes measurement too, our students 

face the tasks without adequate preparation. I am going to 

introduce a chapter specially worked out for secondary 

school students on measurement theory. I study what 

notions and methods are worthy to teach. Based on my 

practice I will also show motivating proposals for classroom 

use. I will focus on the use of the internet.  

The chapter equips our students to study in RBL 

(Research Based learning) or SMP (Student’s Measuring 

Project) methods, and to deeper understand what science is 

all about.  

I. INTRODUCTION 

The crisis of STEM is in the focus worldwide: in the 
US [1] the Department of Education, the Bureau of Labor 
Statistics and President Obama himself is urging a way 
out. The Hungarian model of science education in use 
about a hundred years ago, attracted the interest of the 
world. But studies show that the old glory has gone. We 
can say that it is like: the Hungarian model of science 
education is from triumph to trouble.  

Representatives of active learning pedagogy, like 
R(esearch) B(ased) L(earning) or S(tudents) M(easuring) 
P(roject) are worthy to pay attention to.  

II.  THE WONDERFUL WORLD OF MEASUREMENTS 

A) An optional unit for secondary education 

The history of science often is parallel of the 

individuals’ progression in knowledge. It is mainly so in 

the field of scientific notions [2]. 

Galileo Galilei (1564-1642) is called “the father of 

science” as he recognised the need of validating the 

theory by experiments and measurements, and thus 

rethinking the key element in science, turning the focus 

of cognition on the scientific method. He set up standards 

for length and time. He made this to ensure that 

measurements done on different days or by different 

people can be compared in a reproducible way. We call 

this the Galilei-turn of scientific cognition.  

 

Every course book prepared for secondary school 

education mentions the importance of measurements, 

usually in the introduction or in the first chapters; I could 

not find this content enough.  

From my practice as a secondary school teacher I can 

conclude that despite some elements are usually in the 

curriculum, the first lessons are mainly dedicated to 

classroom management issues rather than making an 

overview of these notions.  

The national curriculum gives a chance for the teacher 

to freely make the best use of 7 lessons (that is 10% of 

the course) each academic year on his discretion for the 

currently taught class.  So, the unit I developed is adapted 

to this frame. 

B) The concept of measurement 

First, we need to define what measurement is. We can 

give a definition like this: 

“Measurement is the assignment of a number to a 

characteristic of an object or event, which can be 
compared with other objects or events. The science of 
measurements is called metrology.”  

Measurement is an operation of a system, the so-called 

measuring system. It can be either simple or highly 

complicated. But the factors of it are these:  

• object, something we want to get information 

about 

• device or meter, that is a measuring instrument 

• interaction between the object and the meter  

The system will provide the result of the 

measurement. This information is of three elements:  

• a magnitude, which is a numerical value of the 

characterization 

• a unit, which is usually a standard, therefore the 

magnitude is the ratio of the measured quantity 

and this very standard 

• uncertainty, that inevitably comes from the 

operation of our measuring system.  

In present days it is important to find and help our 

students to be good users of the information on the 

internet. A series of three videos are more than worthy 

to offer for students and teachers to learn about 

uncertainty: “Precision: measure of all things” [3] 
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C) Errors, not mistakes 

I find that simple existence of uncertainty is hard to 

accept for secondary students. They find it easy to 

understand that the result is the duo of a magnitude and a 

unit. 

When explaining the importance of the interaction as 

the crucial component of the operation of the system, 

uncertainty can come clear as an important factor in the 

result. Uncertainty indicates the confidence level of the 

measurement. Random and systematic errors are 

represented in it. We need to emphasize that errors are 

not mistakes.  
Random error  

If we measure a constant quantity several times we 

are likely to gain slightly different values. We call this 

type of error random, because it can’t be predicted from 

the previous values. We should not use our instruments in 

their extremes of their operating limits, so we can reduce 

this error. Multiple measurements can help us to estimate 

this type of error: “making more measurements and 

calculating the average” gives us a more accurate result.  

We can demonstrate simply this type of error by using 

a digital tool, like a kitchen scale. We can place a light or 

heavy (compared to its operating limit) object on it. The 

last digit varies; still, the students can see that we 

measure the very same object. We can perform 5 

measurements.  The reading is 19g (2 times) and 18g (3 

times) for the same scone. It is in the lower extreme span 

of our tool, since it measures to 5000g.  

Systematic error 

The measured value contains an offset. It is an error 

that remains constant in a measurement setting. The 

measuring instrument determines the range of this type of 

error. The goal is to minimize it in the measuring 

procedure. We can use standardised protocols and 

instruments to meet our goal. It is also well-known as 

measurement or statistical bias. The sources of systematic 

error are: problematic calibration, the related manner of 

the measured quantity and drift.  

We can also demonstrate this type of error with 

simple tools. The task is to measure the length of a rod 

with one provided tool. We can provide a meter rod, a 

ruler, a Vernier calliper or a micrometre screw. For our 

students, this point will be obvious.  

Calibration and authentication 

When discussing errors two notions arise. These are 

the process of authentication and calibration. Most of our 

students have a smart phone in their pockets. Using the 

internet, they can easily find out what these procedures 

are.  

Authentication is an official analysis to prove that our 

device measures according to its protocol. Devices that 

are used in commerce must be subjects to the procedure 

regularly.  

Calibration is a method to determine measuring 

characteristics of a given device. It a check to see if our 

measuring instrument is accurate.  

Significant figures and error propagation 

We can consider the accuracy of our data in 

secondary education by introducing the concept called 

significant figures. The number of significant figures can 

be counted with a simple method: from the left we count 

the non-zero digits in the magnitude. Now, our students 

can understand that using devices of greater sensitivity 

means that the result of the measurement is more 

accurate, like the ones in applied scientific research [4]. 

To see if the students can understand the idea we can 

ask them to make a group discussion and based on it, to 

give a short reasoning (data should vary for the groups):  

Your task is to interpret and show the difference in a 

practical example between these two results:  

Peter: “The result is 3 decimetres.”  

 David: “The result is 3.00 decimetres.” 

The answer is not a problem for our students. They 

come up with great examples rooting in their everyday 

life, like this reasoning:  

“Both lads are gardening. Peter is a farmer; he is talking 

to his friends in a pub, explaining how his corps are 

growing. David is a student at Agricultural Secondary 

School; he is working on his project. He is talking to his 

teacher about how his corps are growing with the 

fertilizer he is studying.” 

If we work with significant figures, the rules of error 

propagation are also easy:  

1) When we add (or subtract) we take the minimum 

of the significant figures.  

2) When we multiply (or divide) we add the 

number of significant figures.  

In the calculations, we use the rules of rounding. We 

can show how it goes on an example, Figure 1.  
 

Figure 1.: Error propagation in public education 

D) The International System of Units (SI)  

First, I find it important to show that a need emerged 

for this system in history. In literature, we often meet the 

measure of cubic capacity. Therefore, our students have 

some units in their passive vocabulary from their reading 

experience. The first task I give for them is to look up 

what we mean by “akó” and “icce”. They can use the 

internet to find the answer.  

“akó”: https://hu.wikipedia.org/wiki/Ak%C3%B3 

“icce”: https://hu.wikipedia.org/wiki/Icce 

They can find that there were different measures of 

“akó”. “Akó” in Germen is Eimer, meaning 58 litres until 

1762, and 56.589 litres later. The Hungarian “akó” 

widens the picture as a great example to show how 

complicated the system of unit used to be:  

-the Pest “akó” meant 53.72 litres until 1700, then 54.94 

litres, and 58.6 litres 

-the Buda “akó” meant 53.72 litres 
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The unit called “icce” is a suitable unit for further 

study: the Hungarian “icce” means 0.848 litres; the 

Pozsony “icce” means 0.839 litres, the Transylvanian 

“icce” 0.707 litres.  

For students with a background in English culture I 

would give a similar task concerning “barrel” and 

“gallon”.  

We can use old units for mass, area, volume, length, 

etc. Exciting items of information will enchant our 

students, and brings interest for them in topic. Some 

items I found most motivating for my students are:  

• St. Steven, the first Hungarian king had a shoe-

size of 48. We know it as the Hungarian foot is 

31.26 cm (, whilst the English foot is 30.48 cm).  

• In the Hungarian Great Plain, a unit of the area 

was “sheep”, referring to the area a sheep can 

graze in one day. 

• The unit “mile” is the distance one can walk 

without a halt. Depending on the individual’s 

fitness it means different distances. The variations 

of this unit worldwide range from 1.7 to 11.3 

kilometres.  

The need of a consequent and coherent system for 

measures and units is obvious. 

The early history of SI dates the French Revolution 

(the 1790s).  

The basic requirements of the system were laid in 

1860s in the British Association for the Advancement of 

Science: the system should contain base units and derived 

units. Base units are to be taken from nature. There are 7 

mutually independent quantities and their units in SI. All 

other units are to be derivatives from these. The base 

units are materialized in the forms of standards. A set of 

standards were made and one of those were selected by 

random to be appointed as the international standard or 

prototype. These are kept in Sevres, in France. The rest of 

the standards were raffled among the nations that joined 

this system, they are the national standards. The 

Hungarian standards are in the OMH, an institution we 

have talked about already. Interestingly, the only western 

nation that has not adopted this system is the USA.  

The seven base quantities and their units are shown in 

Table I. I inserted some quantities in green to the 

corresponding base quantities, since these are of great 

help in the teaching process; partly because they are in 

the curriculum, partly because they are in our everyday 

use. 

 We need to understand what each of these units are.  It 

gives an excellent opportunity the teacher to make the 

best use of the Information Society. We can form groups, 

and give each group a task. 

The groups are to look up what the units mean and 

how the definition changed in history. They can analyse, 

discuss and evaluate the information they gain from the 

internet. They also set up a short presentation for their 

mates to show what they found. These tasks are all active 

ways of learning according to Dale’s cone of experience 

[5].  

We can help the groups’ work by giving hints and links 

they can begin their search from, like these: 

• length, metre 

https://en.wikipedia.org/wiki/History_of_the_metre 

1793, prototype, 1983, Bay Zoltán 

• mass, kilogram 

https://en.wikipedia.org/wiki/Kilogram 

1795, 1875, the “Grand k”, 1889, Watt Balance and 

Avogadro Projects 

• time, second 

https://en.wikipedia.org/wiki/Second 

periodic phenomena, 1/86400, 1967, the seconds 

pendulum 

• electric current and charge, amp and coulomb 

https://en.wikipedia.org/wiki/Ampere 

https://en.wikipedia.org/wiki/Coulomb 

1881, 1946, 6.242∙1018, electron 

• temperature, Kelvin and degree Celsius 

https://en.wikipedia.org/wiki/Kelvin 

https://en.wikipedia.org/wiki/Celsius 

1743, 1956, ice-water-steam 

• measure of substance and quantity, mol and piece 

https://en.wikipedia.org/wiki/Mole_(unit) 

1890, 1967, Avogadro, the ratio of one single entity 

• luminous intensity, candela 

https://en.wikipedia.org/wiki/Candela 

1946, 1979, lumen, lux 

 

We can note that the following link is very useful for 

each of the tasks: http://www.si-units-explained.info/ 

temperature/#.Wcd0sshJaUk 

Further tasks for the teacher:  

• Once we have an agreement on the base unit we 

may find that these are either far too big or far too 

small for our project. Prefixes are used to solve this 

problem. We should also present these. 

• It is important to strengthen the links between 

doctrines in public education. We should make 

remarks on orthography.  

• Tamás Szabó Sipos made a series of cartoons to 

help the invention of SI at the time. It has an 

excellent sense of humour and the information the 

TABLE I.   
SI BASE QUANTITIES ADJUSTED TO PUBLIC EDUCATION 

 

quantity symbol unit symbol 

length l metre m 

mass m kilogram kg 

time t second s 

electric current 
charge 

I 
Q 

amp 
coulomb 

A 
C 

temperature T Kelvin  
degree Celsius 

K 
oC 

amount  of 
substance 
amount 

n 
 
N 

mole 
 
piece/bit/--- 

mol 
 
-- 

luminous 
intensity 

I candela cd 
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cartoons use is correct. We can use for Hungarians 

only. 

https://www.youtube.com/watch?v=JyJBy24MlGw 

E) The Record of Measurement 

In engineering and in research it is important to make 

the documentation of our work. I worked out a type of 

documentation that helps our students best understand the 

steps of scientific cognition, and the analyzed problem 

itself also. In this part of the physics course I use two 

projects (and therefore work on two RoMs) to help my 

students to get familiar with the scientific method.  

A project done together:  Specifying angular measure 

I find it significant to strengthen the connection 

between school subjects. This first project is dedicated to 

this idea: being also a teacher of mathematics, I have 

experienced that our students find it difficult to 

understand and work with it, although it emerges nearly 

every grade in the Hungarian National Curriculum.  

As we progress in cognition we also understand what 

each part of the Record of Measurement stands for. Table 

II shows how the students get familiar with the method 

on an example. I do it as an outdoor activity if the 

weather allows.  

 

RECORD OF MEASUREMENT 

Name (+mates): 

Venue: 

Date:  

Investigation:   Measuring Angles Project 

Learn how angles can be measured by measuring length 

only 

The scientific background of the project:  

• Roger Cotes in 1714 described this nature-based 

measure of angles. The term, radian first appeared in 

Belfast, at Queen’s Collage in an exam paper, in 

1873.  

• Till 1995 it was an SI supplementary unit, now it is 

considered as a derived unit.  

• In the figure basic notions of a circular sector are 

shown.  

 

• We define the measure of the central angle by the 

ratio of the length of the corresponding arc and the 

length of the radius in a circular sector.  

 

• Another well-known measure of angles is degree. We 

measure it with a protractor. The full angle measures 

360o.  

• It is used in the study of circular motions.  

Steps: 

1. We draw circular sectors of different angles and radii. 

We will investigate 0o, 30o, 45o, 60o, 90o, 180o, 270o 

and 360o. The radii can vary from 10 to 100 cm.  

2. We measure the length if the arc using yarns, and the 

length of the radius using a tape measure.  

3. We divide the readings to get the angle in radian.  

 

4. We repeat steps 2 and 3 for each sector 

Tools:  

yarn, choke, tape measure 

Readings and analysis: 

 

angle 
30o 45o 60o 90o 180o 270o 360o 

arc 
(cm) 

       

radius 
(cm) 

       

angle 
in SI 

       

 

Conclusion: 

 

 

 

Notes: 

• We used the https://en.wikipedia. org/wiki/Radian site 

for our studies. 

• The thickness of the choke’s trace made it difficult to 

measure the length of the arc and radius precisely.  

• Also, we made our readings from the tape measure to 

cm accuracy. 

TABLE II. 
A ROM ON THE ANGULAR MEASURE PROJECT 
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I have experienced in my practice that months later, 

when my students learn about this topic in math class, my 

colleagues are happy to hear about our project from the 

students. They regularly give the feedback that this 

project helped their work in the study of circles. 

Getting started with statistics: The Cinderella project 

Cinderella or The Little Glass Slipper is a fairy tale 

very popular all around the world. We know the story 

mostly in its version told in the Brothers Grimm in 1812. 

In the story, she needs to pick lentils out of ashes. In our 

project, the manual activity is very similar: we count 

pepper-grains.  

The investigation is: 

“How many pepper grains does a package contain?” 

The project is a variation of the SI base quantity, the 

amount of substance. The students are encouraged to look 

back on what we have covered in the topic when focusing 

on the theory.  

In this project, the students count how many grains 

there are in a package, using different methods. These 

methods may be  

a) counting one-by-one 

b) making groups of 10, counting the groups, and adding 

the rest 

c) making groups of 50, counting the groups, and adding 

the rest.  

Very often they face the problem of not having the 

same result with the same method. This gives an 

excellent opportunity for the teacher to revisit what they 

have already discussed about errors. As the studied theory 

comes alive in a practical situation it consolidates the 

knowledge and demonstrates the duo of theory and its 

application. At this point knowledge goes to a thorough 

level of cognition, gets a deeper understanding.  

As the groups are working they realize that their 

results are different. The difference of the groups’ results 

is worthy of a study. Counting how many grains there are 

in one particular package does not give the best answer to 

the question. Making simple statistics of the results of 

different packages is evidently a feasible solution. Thus, 

they also understand the need of cooperation in scientific 

research.  

The class also needs to work out a table setting to 

logically show the results. In my practice, I found two 

appropriate solutions. These are in Table III and IV.  

 

Groups 1.  2. 3. .... .... 

method a)      

method b)      

method c)      

grains in the 
package 

     

average  

 

 
The students make a note on their average as the 

element of the set of averages, like: “Seemingly in our 
package we had just about as many grains as all the 
other groups had I theirs.” 

When finishing the project, the issue of errors often 

occurs again. Namely some grains happen to “disappear” 

somehow: either some youngsters tend to eat them, or I 

find a few on the ground after collecting the equipment. 

The irreducible presence of error in a measurement turns 

into the focus again, thus vouching the previously so 

strange idea.  

Using these data also gives an opportunity to practice 

statistical notions (like modus, median, mean, extent, 

etc.) for the math class.  

III. CONCLUSION 

Methodological research is in the service of better 

science education. Insertions of hands-on activities are 

present on the palette of classroom events. Also, our 

students need our help to evaluate and make the use if the 

Information Society for the best.  

As an example, I planned and developed an optional 

chapter for the secondary school physics courses on 

Measurement Theory. I considered the use of the internet 

to motivate and engage in an active way our students.    
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Abstract— Interesting tools of change management of 

geographic information systems may be the so-called active 

contour models, also called snakes, originally developed for 

image segmentation and movement recognition. 

I. PROPERTIES OF ACTIVE CONTOURS 

  

According to the original algorithm [Kass et al., 1988] an 

active contour is a curve defined by parameters, to which 

internal energy is attributed based on its shape, and 

external, potential energy originating from its 

environment. The energies are defined so as to minimize 

the energy of the contour along the edges we seek to find. 

The problems of seeking edges, segmentation and object 

detection are thereby transformed to an energy minimum 

problem. In the following, we will summarize the key 

properties of active contours based on the work of 

[Horváth, 2004]. 

 

The parametric equation of the active contour is: 

y(s))(x(s),=v(s)                                    (1) 

The total energy attributed to the curve: 

külsőbelsőteljes E+E=E                            (2)   

The internal energy is composed of two parts: 

hajlítónyúlásibelső E+E=E  (3) 

  
s

nyúlási ds(s)v'α(s)=E
2

2

1
 (4) 

  
s

hajlító ds(s)vβ(s)=E
2

''
2

1
 (5)  

i.e. of the continuity of the contour and the smoothness of 

the contour, these regulating its shape. The 

β(s)α(s), parameters in the formulae are weight 

functions (usually defined as constants).  


s

Képkülső (v(s))dsE=E                              (6) 

The external energy is calculated from the image, and it 

may be defined in a number of ways. The value of KépE  

as the simplest possible solution (e-g in a binary image): 

y)I(x,=EKép , and (7) (7) 

y)I(x,y)(x,G=E σKép  (8) (8) 

Where y)I(x,  are the intensity values of the image, and 

σG is the two-dimensional Gaussian kernel with standard 

deviation σ. For a more general case, e.g. an 8-bit 

grayscale colour depth image, the following definition 

may be used for the external energy: 

 2y)I(x,=EKép  , and (9)  (9) 

 2y)I(x,y)(x,G=E σKép                     (10) 

 

Where y)I(x,  are the intensity values of the image, 

σG is the two-dimensional Gaussian probability density 

function and  is the symbol of the gradient operator. 

For all solutions, the value of KépE  is minimal at the 

valuable areas (such as the boundaries of objects); this 

condition must evidently be satisfied by some type of 

image pre-processing (highlighting outlines). The 

external energy thus defined shifts the contour to the 

valuable locations (of low potential energy), while 

minimising the total energy of the contour expressed 

based on the information so far as: 

   






s
Kép

teljes

(v(s))dsE+

)(s)vβ(s)+(s)v'sα
=E

min

'')((
2

1 22

 (11) 

While the contour moves towards the lower energy parts 

of the image in order to satisfy the above equation, it may 

not freely take up any shape, hence the role of the 

members describing the internal energy: it may not 

elongate (the polygon points may not be distanced from 

one another), and the curve may not bend to an unlimited 
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extent (the change of curvature is limited in comparison 

to the initial state).  

The contours that minimise the previous equation, must 

satisfy the following Euler-equation: 

0'''''' =E(s)βx(s)xα Kép                       (12) 

In practice, active contours are naturally not continuous 

curves, but discrete polygonal lines: 

),( iii yxv 
                (13) 

where N=i 1 , N is the number of polygonal points 

describing the contour.  

The description of the internal energy components 

comply with the discretisation used in image processing. 

The difference quotient in the elongation energy 

component may be calculated in practice as follows 

[Williams et al. 1992]: 

  2

1

2

1
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ds
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(14) 

while in the energy component of bending: 
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                                                                                       (15) 

The value of the β(s)α(s), weight parameters in (11) 

may be empirically assumed as constants in a particular 

example for the entire contour, or a different value may 

be attributed to each polygonal point. 

In the course of the iteration, a contour containing the 

initial number of vertices may be used, and new vertices 

may also be introduced if the task requires if two 

consecutive vertices were to be excessively distanced 

from one another, and if the curvature defined by three 

points were to change significantly with the iteration 

steps. Theoretical possibilities of the opposite case also 

exist, i.e. if a point may appear to be a line point during 

the iteration, it may be omitted from the subsequent 

calculations. Conditions may be set for inserting and 

omitting points, depending on the task in question; one 

such natural condition may be that the distance between 

points may not be smaller than the geometric resolution 

of the image. 

 

II. QUESTIONS OF USING ACTIVE CONTOURS IN 

GEOINFORMATICS 

When examining application possibilities of active 

contours in geoinformatics, their use in secondary data 

collection (digitisation) goes without saying. In the 

following, the initialisation and parameterisation 

possibilities of contours will be shown using the example 

of a cadastral map detail. The test has been run using an 

application prepared for Matlab mathematical developers’ 

environment [Tomazevic et al., 2002].  The cadastral map 

detail shows and U shaped building. (Figure 1.) In the 

figure, we have indicated the smoothed images prepared 

using equation (8) for values of 2=σ , 5=σ , and in 

Figure 2., we have shown the external energy field 

corresponding to the images. ( σ  two-dimensional 

Gaussian with standard deviation σ.) It can be seen from 

the figures that by increasing σ our area of access 

increases, i.e. the image detail over which the initiated 

contour may converge into the original contours. 

 

Figure 1. Smoothed versions of the original image as a 

function of deviation ( 0=σ , 2=σ  , 5=σ ) 
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Figure 2. The “energy field” corresponding to the images 

( 0=σ , 2=σ  , 5=σ ) 

 

 

Figure 3. Gradient images ( 0=σ , 2=σ  , 5=σ ) 

  

 
Figure 4.  The “energy field” corresponding to the 

smoothed gradient images ( 0=σ , 2=σ  , 5=σ ) 

 

The disadvantage of smoothing is however observable: 

the value of the σ parameter may not be increased freely, 

because the increase of the area of access is also 

accompanied by the disappearance of the edges to be 

detected. In our case, for example, the U shaped 

indentation disappears. (Figure 1.) Similarly, by 

calculating the gradient vectors and using equation (10), 

the external energy field may be produced, as shown in 

figures 3 and 4. To increase the access area, the 

σ parameter may be increased with similar constraints as 

if we were to start from the intensity values. For 

conventional contours, all authors [Horváth, 2004] 

mentions, besides the calculation problems of the access 

area mentioned above, the difficulties associated with the 

detection of concave shapes. A good example of this – 

from the field of cadastral maps – may be the case of U 

shaped buildings as shown above. 

 

AIS 2017 • 12th International Symposium on Applied Informatics and Related Areas • November 9, 2017 • Székesfehérvár, Hungary

- 189 -



 
 

Figure 5. Example for the segmentation problem of 

concave shapes: (a) original image, (b) calculated 

gradient image, (c) final result of segmentation, (d) the 

concave part of the building magnified 

 

 

The cut-out of the building with considerable concavity 

from Figure 5. (a), with the initialisation contour, the 

following figure (b) showing the external energy field 

calculated from the gradient image of the original image 

with a value of σ =1, on which the initial position is also 

indicated. On figure (c) the equilibrium position of the 

contour is indicated in green. It can be observed that 

while the majority of the building has been segmented 

appropriately, this was not so for its concave part. The 

causes are revealed by figure (d): there is no gradient 

vector that would “pull in” the curve into this area, as 

there are quasi-identical gradient vectors in this part of 

the image pointing in the opposite direction, i.e. towards 

the sides of the building, while there is nothing in the 

middle to draw the contours inside. 

The problems mentioned above, i.e. the difficulty of 

initialisation and the problem of too large shapes 

naturally cause problems in other application areas of 

image processing; one possible solution is using the 

Gradient Vector Flow [Xu et al., 1998] vector field. The 

vector fields of the Gradient Vector Flow are defined as 

follows [Horváth, 2004]: 

 

 y)v(x,y),u(x,=y)v(x,     (16) 

This vector field must minimise the following energy 

function [Horváth, 2004]: 

     dxdyfvf+)v+v+u+μ(u=ε yxyx

222222
 

(17) 

where f is the contour image derived from the original 

image, and


 is a weight parameter. The GVF field is 

obtained by solving the following Eulerian system of 

equations [Horváth, 2004]: 

0222 =)f+)(ff(uuμ xxx                        (18) 

0222 =)f+)(ff(vvμ xxy                        (19) 

Where
2  is the Laplace operator. Figure 6 shows an 

example of the external energy field thus calculated for 

Figure 1. (a). Figure 6. (a) shows the field and the place 

of initialisation, with (b) showing the running results after 

~20 iterations. The cause of the successful segmentation 

is shown in Figure 6. (c): the vectors of the GVF field 

point to the concave part of the building, as expected. 

 

 
Figure 6. GVF field  

 

In our article, we have introduced the properties of active 

contours, with application possibilities in geometric 

change management shown through practical examples. 

In this latter case, the necessity of initialisation does not 

emerge as a disadvantage, as the previous state may be 

taken as the first iteration step. 
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Abstract— The increasing number of security attacks drives 

the IT security society to find answers to the new challenges.  In 

the last few years many new technologies appeared, the lifecycle 

of which achieved the level of usability in complex IT security 

cases. The most relevant technologies and trends are Big Data, 

Cloud and SDN. Big Data covers many different disciplines, data 

warehouse design, data engineering, data analysis, data driven 

decision making, data driven artificial intelligence and deep 

learning.  From these, the most relevant are the artificial 

intelligence based Intrusion detection systems. Cloud computing, 

often referred to as “the Cloud,” has been another hot paradigm 

in IT over the last few years. Its popularity based on its 

scalability and flexibility, which are key factors in the fast 

changing business environment.  The most important idea behind 

it is that the cloud enables companies to consume a compute 

resource, such as a virtual machine, storage or an application, as 

a utility, rather than having to build and maintain on premise 

infrastructure.  SDN (Software-Defined Networking) is a new 

trend in computer networking, where the control plane and the 

data plane are separated. SDN can make the networks much 

more efficient and scalable. These new technologies are 

introduced in this paper from the point of view of possible usage 

in security cases. Then a reference architecture is presented, 

which is built up from these elements. Next an IDS solution are 

introduced and the possible future challenges and tasks are 

summarized.  Finally, our results and future development 

possibilities are summarized. 

Keywords— IT security, IDS, SDN, Big Data, Artificial 

Intelligence, Machine learning 

I.  INTRODUCTION 

In the last years, computers became an important part of 

our life. The bigger usage time and quantity of different 

software solutions increased possibility of attacks. The 

increasing trend showed as that the currently used security 

software and technics are not enough. On other side, the 

computing capacity and the increasing intelligence of our IT 

infrastructure gave us new tools to protect our IT environment 

and data from attacks. In this paper we would like to cover 

these topics. At the beginning we start with a brief summary 

of new technologies, this is followed by current IDS solution 

introduction, this topic separated in two chapters. First is a 

general summary, the second focus to the increasing usage of 

Artificial intelligence in IDS implementations. Then we 

introduce Cloud computing as a very popular technology. Last 

but not least we propose a solution that builds up from the 

introduced technologies. This solution could provide enhanced 

IDS functionality in service provider and big enterprise 

segment. 

II. SDN 

Nowadays the networks flexibility and cost are 

contradictory with each other. Managing and operating the 

networks has become very difficult and complex activity. The 

technical answer to these problems is Software Defined 

Networking (SDN). The Software Defined Networking brings 

a very different mindset in networking as before. It provides 

flexible control over network policies and traffic flows. It 

achieves this through different network equipment. We speak 

now about SDN network and not about standalone network 

appliances.  By using Software Defined Networking the 

changes in network could be implemented centrally and 

 

Fig. 1. SDN Architecture [1] 
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automatically. 

 The most important features of SDN:  

1. Centralization of network operations and management 

2. Automatic traffic management possibilities 

3. Easy customization 

The SDN Architecture has three layers, see Fig. 1: 

 Infrastructure layer: The lowest layer, where traffic 

forwarding is happening. 

 A middle layer, SDN controller layer 

 Application layer which consists of the applications 

and services. 

III. IDS 

With the increasing number of IT services, the intrusion 

detection systems (IDS) have become important tools for 

ensuring security. IDS is a device collect information from a 

variety of network sources using intrusion detection sensors, 

and analyze the information for signs of intrusions that attempt 

to compromise the confidentiality and integrity of networks. 

There are many types of IDS, see Fig. 2 

 

An IDS builds up from several components: 

 Sensors that generate security events. 

 Console to monitor events, alerts and control the 

sensors. 

 Central Engine, what records events logged by the 

sensors in a database and uses a system of rules to 

generate alerts from security events received. 

The Functions of IDS: 

 Monitoring and analyzing the computers, users, 

network traffics and systems 

 Analyze system configuration pattern and 

vulnerabilities. 

 Assessing systems and file integrity 

 Tracking the user policy abuses. 

 

 

Classification based on data source: 

 Network based IDS (NIDS): These are installed at 

special points inside the network in order to monitor 

all traffic on the network. 

 Host based IDS (HIDS): These operate on individual 

devices or hosts on the system. This will monitor all 

the incoming and outgoing packets on the device 

only and can notify the administrator or user of any 

suspicious activity. 

 Hybrid IDS: Is the mixture of NIDS and HIDS. 

Therefore, it can get the broadest scope. 

 

Detection method: 

 Misuse Detection: Intrusions are detected by 

matching actual behavior recorded in audit trails with 

known suspicious patterns. While misuse detection is 

fully effective in uncovering known attacks, it is 

useless when faced with unknown or novel forms of 

attacks for which the signatures are not yet available. 

Moreover, for known attacks, defining a signature 

that encompasses all possible variations of the attack 

is difficult. Any mistakes in the definition of these 

signatures will increase the false alarm rate and 

decrease the effectiveness of the detection technique. 

It begins protecting the computer/network 

immediately upon installation. But the major 

drawback of misuse-based detection is that it requires 

frequently signature updates to keep the signature 

database up-to-date. Misuse detection system use 

various techniques including rule-based expert 

systems, model-based reasoning systems, state 

transition analysis, genetic algorithms, fuzzy logic, 

and keystroke monitoring   

 Anomaly Detection: Different from misuse detection, 

anomaly detection is dedicated to establishing normal 

activity profiles for the system. It based on the 

assumption that all intrusive activities are necessarily 

anomalous. Anomaly detection studies start by 

forming an opinion on what the normal attributes for 

the observed objects are, and then decide what kinds 

of activities should be flagged as intrusions and how 

to make such particular decisions.  Anomaly 

detection approaches often require extensive learning 

process in order to characterize normal behavior 

patterns. Unfortunately, the early IDS solutions what 

based on anomaly detection often produce a large 

number of false alarms, because the normal patterns 

of user and system behavior can vary wildly. Modern 

enterprise network environments amplify this 

disadvantage due to the massive amounts of dynamic 

and diverse data analysis. Despite this shortcoming, 

researchers assert that IDS based on anomaly 

detection are able to detect new attack forms. Various 

data mining algorithms could be used for anomaly 

detection, including statistical analysis, sequence 

analysis, neural networks, artificial intelligence, 

machine learning, and artificial immune system. 

 

Fig. 2. IDS categorizatin [2] 
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Before we go to next section, we summarize the main 

categories of attack types: 

 DoS attack: Denial of Service attack results by 

preventing legitimate requests to a network resource 

by consuming the bandwidth or by overloading 

computational resources. 

 Probing attack: These attacks collect information 

about target system prior to initiating an attack. 

 User to Root (U2R) attack: In this case, an attacker 

starts out with access to a normal user account on the 

system and is able to exploit the system 

vulnerabilities to gain root access to the system. 

 Root to Local (R2L) attack: In this case, an attacker 

who doesn’t have an account on a remote machine 

sends packet to that machine over a network and 

exploits some vulnerabilities to gain local access as a 

user of that machine 

 

 

In the next section we briefly sum up the different 

measurements of IDS systems.  Fig. 3 depicts the four possible 

outcomes of IDS from a given event and prediction. The four 

outcomes are representing as True Negative (TN), True 

Positive (TP), False Negative (FN), and False Positive (FP). 

True negatives (TN) are events, which are actually normal and 

successfully labeled as normal when there is no intrusion 

attack. True positive (TP) are events which are actually attack 

and successfully labeled as attack when there is any intrusion 

attack. These two events correspond to correct operation of the 

IDS. False positive (FP) are events which are attack in the 

normal event and correctly showed as attack. False negative 

(FN) are events which are attack in the attack event but it 

showed wrongly as normal. 

IV. DATA MINING BASED IDS 

Variety of Data mining technics used in IDS systems. An 

IDS monitors network traffic in a computer network like a 

network sniffer and collects network logs. Then the collected 

network logs are analyzed for rule violations by data mining 

algorithms. When any rule violations are detected, the IDS 

alert the network security administrator or the automated 

intrusion prevention system (IPS). The generic architectural 

model of data mining based IDS is shown in Fig 4.  

 Audit data collection: IDS collect audit data and analyze 

them by the data mining algorithms to detect suspicious 

activities or intrusions. The source of the data can be 

host/network activity logs, command-based logs, and 

application-based logs. 

 Audit data storage: IDS store the audit data for future 

reference. The volume of audit data is extremely large. 

Currently adaptive intrusion detection aims to solve the 

problems of analyzing the huge volumes of audit data and 

realizing performance optimization of detection rules. 

 Processing component: The processing block is the heart 

of IDS. It contains the data mining algorithms that 

responsible of detection of suspicious activities. 

Algorithms for the analysis and detection of intrusions 

have been traditionally classified into two categories: 

misuse (or signature) detection, and anomaly detection. 

 Reference data: The reference data stores information 

about known attacks or profiles of normal behaviors. 

 Processing data: The processing element must frequently 

store intermediate results such as information about 

partially fulfilled intrusion signatures. 

 Alert: The output of IDS that notifies the network security 

officer or the automated intrusion prevention system 

(IPS). 

 System security officer or intrusion prevention system 

(IPS) carries out the prescriptions controlled by the IDS. 

 

 

Fig. 3. IDS outcomes[2] 

 

 

Fig. 4. Flowchart of data mining based IDS [3] 
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There are many type of algorithm available for analyzing 

the datasets like decision tree, naïve Bayesian classifier, neural 

network, Support Vector Machines, and fuzzy classification, 

etc. Data mining based intrusion detection algorithms aim to 

solve the problems of analyzing the huge volumes of audit 

data and realizing performance optimization of detection rules. 

However, there are still some drawbacks in currently available 

commercial IDS, such as low detection accuracy, large 

number of false positives, unbalanced detection rates for 

different types of intrusions, long response time, and 

redundant input attributes.  The database of logs is complex, 

dynamic and contains many different attributes. The problem 

is that not all of these attributes may be needed to build 

efficient and effective IDS. The use of redundant attributes 

may interfere with the correct completion of mining task, 

because the information they added is contained in other 

attributes. The use of all attributes may simply increase the 

overall complexity of detection model, increase computational 

time, and decrease the detection accuracy of the intrusion 

detection algorithms. Therefore, beside the algorithm, the 

relevant data selection is a key element of reduction of poor 

detection accuracy [3]. Moreover, the big quantity of data 

strongly reduces the IDS performance. Data mining methods 

could be used for selecting relent data, some possible method: 

principal component analysis (PCA), genetic search, and 

classifier ensemble methods. A good solution was the [4] 

wrapper-based feature selection algorithm. This found the 

relevant features from the dataset and the random mutation hill 

climbing method, and the linear support vector machine 

(SVM) provide good results. Dewan [3] used ID3 algorithm 

based decision tree for selecting the relevant attributes from 

dataset. The ID3 algorithm constructs decision tree using 

information theory, which choose splitting attributes from the 

training dataset with maximum information gain. Information 

gain is the amount of information associated with an attribute 

value that is related to the probability of occurrence. Entropy 

is the quantify information that is used to measure the amount 

of randomness from a dataset. When all data in a set belong to 

a single class, there is certainty then the entropy is zero. The 

objective of ID3 algorithm is to iteratively partitioning the 

given dataset into sub-datasets, where all the instances in each 

final subset belong to the same class. Naïve Bayesian tree 

(NBTree) is a hybrid learning approach of decision tree and 

naïve Bayesian classifier. In NBTree, nodes contain and split 

as regular decision-trees, but the leaves are replaced by naïve 

Bayesian classifier, the advantage of both decision tree and 

naïve Bayes can be utilized simultaneously. Depending on the 

precise nature of the probability model, NB classifier can be 

trained very efficiently in a supervised learning.  The decision 

tree-based attribute weighting with naïve Bayesian tree are 

suitable for analyzing large number of network logs. The 

comparison to other algorithms we could see Table 1. As we 

could see the proposed algorithm give better performance, this 

highlights a good combination of algorithm and setting 

perform a good level of intrusion detection. [3] 

 

V. CLOUD 

The Cloud (Cloud Computing) as the new popular trend in 

IT. The popularity based on the scalability and flexibility that 

are key factors in the fast changing business environment.  

The main idea that the cloud enables for companies to 

consume a compute resource, such as a virtual machine, 

storage or an application, as a utility. Rather than having to 

build and maintain on-premise infrastructure. The cloud is 

relevant in two cases to our topic. 

Cloud as resource 

Cloud is a very scalable and pay-as-you use service, so in 

cases when company need extra computing resource for 

analyzing logs. It could be quite useful. 

Cloud as a new part of infrastructure where security needed. 

The increasing number of cloud based IT infrastructures 

and hybrid cloud network bring new challenges in security.  

The IDS is an essential part of on-premise enterprise 

TABLE I. MAX VARIATION OF TIME BETWEEN PACKETS (MILLISECONDS) [3] 

 

 

 

Fig. 6.  Proposed system architecture 
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networks, but if we migrate to cloud IDS solutions are also 

required to ensure the security.  

VI. PROPOSED SOLUTION 

After the brief summary, now we would like to introduce a 

possible architecture that builds up from above mentioned 

technologies. The architecture could be usable at big 

enterprises and service provider segment. The architecture 

builds up from an SDN based IT network, on-premise data 

center and two external datacenter (two cloud provider, multi-

cloud), see Fig. 6. At the edge of these elements, there are 

network traffic analyzers, which collect and forward all 

relevant information to IDS analyzer. The IDS analyzer engine 

run in the on-premise datacenter, but in special cases the 

computing capacity could be increased with an external cloud 

provided computing resource. The architecture without the 

IDS related elements could be a common service provider or 

big enterprise architecture. In these segments because of the 

big traffic load is very difficult and expensive to implement an 

IDS system that cover the full network. In the next section I 

propose an which make available the usage of IDS system in 

service provider or big enterprise segment. 

The introduced architecture has different subsystems that 

have their on controllers. The subsystems:  

 SDN: main task is the traffic forwarding among the 

network elements. SDN controller is the brain it is 

responsible for controlling of network. 

 IDS: collect and analyze the network traffic  

 Cloud and on-premise datacenter 

 

The available IDS solution could provide only limited 

capacity that is not on the field of service provider segments 

requirements. To make available the IDS functionality at this 

size of traffic we suggest a multi-layer intrusion detection 

system. In this model the first layer not analyze all packet in 

detail it investigate only the traffic patterns and if it detect 

something abnormal then investigate the traffic deeper, see 

Fig. 7.: 

1. The network packet logger collects the packets and 

forwards the relevant information to the data analysis 

system.  

2. The analyzer could identify abnormal traffic based on 

the historical data. 

3. In abnormal case the SDN controller get informed 

about it and it change the path of traffic to go through 

the intrusion detector 

4. The Intrusion detector analyzes the traffic deeper and 

intervenes if it is reasonable. 

 

Most parts of this architecture are available and accessible 

in open source format. However, some of them should be 

deigned a developed. The IDS system use Snort a lightweight 

open source IDS for packet logging and for Intrusion 

detection. Snort is a Signature based IDS but it is possible to 

add new rules and increase the detection accuracy with 

artificial intelligence logic. As we showed IDS introduction 

chapter the AI supported IDS solution could provide very 

good results.  

The analyzer is a system in the system it builds up a 

distributed storage for storing the big quantity of data and data 

analysis and artificial intelligence logic for learning the 

normal workload and detect anomaly.  

This solution makes available the usage of IDS in high 

load of traffic cases, so in service provider or big enterprise 

networks. However, as usual there are limitations too. In the 

first layer the system investigate only the traffic patterns, so 

the system could only detect the attack which detectable with 

this method. However, in other cases the attacks easily go 

through on the network. Therefore, in cases when solutions or 

customers require more detailed intrusion detection and 

prevention then the traffic should go through the AI supported 

 

Fig. 7. IDS outcomes[2] 
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IDS in every case. We could increase the first layer IDS 

detection performance if we integrate the cloud and on-

premise datacenter controller to IDS system. With this 

solution, the IDS could monitor the services parameters like 

CPU or memory usage. These values could help to detect 

attacks. This solution makes available the usage of IDS 

solutions in service provider segment and so increase the 

network resistance again attacks. 

VII. FUTURE 

As we mentioned many parts of the solution is available, 

but some of them should be designed and developed. First 

important task is the design and development of the IDS 

systems analyzer part. The architecture of the analyzer should 

builds up from: 

 Distributed file system. 

 Management unit that analyze the historical and 

input information and it is able to recognize 

anomaly. 

The Fig. 8. illustrates the architecture and the connections 

with SDN and Cloud controller elements.  

VIII. CONCLUSION 

In big enterprise and service provider segment the IDS 

functionality that cover the whole network and all traffic is 

expensive because of the huge costs. One goal of this paper 

was the introduction of cutting edge networking technologies, 

which could make available the IDS functionality in these 

segments. The other important goal was to propose a multi-

layer IDS solution, which could make available the IDS 

functionality in service provider segment. The introduced 

solution increases the security level of service provider 

networks. Main parts of this system are available, but some of 

them should be designed and developed. This need generate 

the topic of the future work, the design and development of 

analyzer element, which is part of IDS system.  

So as summary, we achieved in the Abstract specified goal 

we brought forward the most relevant technologies and 

proposed an IDS system and architecture that makes available 

the IDS functionality.  
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Fig. 8.  High level architecture of IDS systems analyzer and interfaceses 

with other network controller 
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Summary: In the dissertation we're giving an 

example on the potential of processing data with 

open source code softwares in relation to the survey 

of a Roman Catholic monumental church with a 

laser scanner. During the processing we created 

models of the building layout and the sections of the 

church which will hopefully reveal a connection 

between the length of church walls and interior 

heights, and fathom units used in feudal Hungary. 

Furthermore we're pointing the pros and cons of 

using different data sources. 

 

1. THE CHURCH OF TARNASZENTMÁRIA 

  

One of Hungary's oldest yet still functional churches 

are in Tarnaszentmária. What is also interesting about 

it is that according different statements from 

Hungarian and Czechoslovak historians it is likely that 

it was built during the Slavic era of our country, from 

before the Hungarian Conquest with the intent of 

holding royal burial ceremonies. According to Tibor 

Gerevich the church must have been built in the middle 

of the XII. century. However, József Csemegi suggests 

the nave must have been built sometime during the IX-

X. century and is backed by the fact that the building 

has features originating from Early Christian and 

Byzantine era.  

 

Figure 1. Graphic of the church 

Such features are for example the ornate berms at the 

feet of thin columns. In his opinion "the nave of the 

church in Tárnaszentmária is the gathering place for 

the pagan Aba nation, whose ornaments were brought 

along with our ancestors after their secession from the 

Khazar Empire." After further archeological 

discoveries it became clear that the sanctum and the 

nave were built at the same time. "In the nave of the 

small church a tomb was discovered with similar 

features to the building and in its sanctum a "pit-grave" 

was located keeping the previously disturbed bones of 

someone who was once important. The latter discovery 

makes it obvious that the church that means so much 

to us originally wasn't a gathering place for pagans but 

it was built as the burial site for a once important 

family -at least partially, along with serving other 

functions- before the birth of Roman era architecture 

in Hungary." As for who built it, either of two people 

seem likely: Grand Prince Géza and his brother, 

Mihály. 

 So the church, just like many other similarly 

built churches, is suitable to serve as basis to our 

inspection of the royal fathom. 
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Figure 2. The church of Tárnaszentmária 

 

2.  SURVEY TECHNOLOGIES 

 

 We planned on using three different 

technologies for the survey. UAV, terrestrial 

photogrammetry, laser scanner, and the traditional 

measurement using a total station to serve as a basis. 

By using unmanned aerial vehicle we planned on 

creating a 3D model and a pointcloud, however the 

takeoff was foiled by stormy weather, so we were 

unable to take aerial pictures. 

 The pictures used for terrestrial 

photogrammetry were taken by two kinds of digital 

cameras. The Nikon L340 uses autofocus and takes 

pictures with 20-megapixel resolution while pictures 

taken with the Sony Alpha have a 12 megapixel 

resolution and has a fixed focal length. 

 

 We also used two different laser scanners for 

terrestrial scanning, a FARO and a LEICA C10 type 

scanner, the article includes only the data from the 

LEICA C10 scanner. Measurements with using a total 

station were made to define the coordinates of control 

points in a local system. 

 

 

Figure 4. Surveying using a laserscanner 

 

3. PROCESSING 

 

 The processing of laser scanner-based 

measurements began with the usage of a commercial 

software called Cyclone by Leica. The evaluations of 

the data from other surveys were based on the 

pointcloud resulting from the Cyclone based 

processing. The software connects pointclouds 

measured from different stations with 3D congruency 

transformation. The residual error of the 

transformation originate from the GCP and -to be more 

cost-efficient- simple black and white marks printed on 

paper and are around 1-2mm. 

 The need for the use of freeware softwares 

used in education and research in addition to 

commercial software came up during the processing of 

laser scanning. We decided with the use of a software 

called CloudCompare which is used to process and 

display pointclouds and whose many functions make it 

suitable for tasks such as this and can be further 

developed as needed. With the software we are able to 

join pointclouds with different methods (eg. ICP 

algorithm, Helmert transformation) Since in our case 

there's little overlay among measurements made from 

different stations -to calculate transformation 

parameters from the co-ordinates of control points- we 

created an application for its latter function using 

octave. The program calculates the parameters of rigid 

body transformation in a way that is compatible with 

the pointcloud processing software. 

Figure 3. Sony Alpha DSLR A350 and Nikon L340 
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With the application coordinates of certain stations can 

be transformed into a local system defined by 

measurements using a total station. 

 

 

Figure 5. Transformation of each station 

 

 The next step was the cleanup of the 

pointcloud, we manually removed certain points, for 

example vegetation appearing as noise. The resulting 

pointcloud only contained points of the church (Figure 

6). Using the intersection function of the program 

sections or the layout of the church can be easily 

manufactured and exported to any CAD software to 

serve as basis for any further research concerning royal 

fathom. 

 

 

Figure 6. The upper and lower reaches of the church 

in a single pointcloud 

 

 

 

Figure 7. Editing the layout 

  

As mentioned in the introduction the 

pointclouds weren't only surveyed via laser-scanner 

but also by terrestrial photogrammetry using non-

metric cameras. Our goal was to compare the results of 

using different technologies from different points of 

view (difference in cost, time, reliability). During the 

processing we used a general-purpose commercial 

software (Photoscan) and later we thought it would be 

expedient to use other, open source programs. During 

the evaluation, we chose well identifiable points to 

serve as control points. 

 

 

Figure 8. Pointclouds from different sources layered 

on each other 

  

 We designated a sample area to examine the 

accuracy of the pointcloud created with 

photogrammetric evaluation (Figure 8.). To compare 

the two methods we used Cloudcompre's "pointcloud 

distance" function to calculate the average distance of 

the laser-scanned pointcloud and the pointcloud 

resulting photogrammetric evaluation on the sample 

area with the former serving as reference. The result 

was ~0.6cm 
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4. OTHER RESULTS 

 

 

Figure 9. Floor plan in new and old technology 

 

 

 

Figure 10. Vertical intersect with sizes 

  

5. SUMMARY 

 Based on our findings it can be said that both 

technologies are more than suitable for the 

architectural survey mentioned in the article. The 

resulting pointclouds are sufficient to serve as basis for 

further examinations (creating new layouts, sections or 

simply measuring length) without any further field 

survey. By comparing the two the cost-efficiency of 

photogrammetry is worth mentioning along with 

almost equally reliable results. As a drawback, it may 

require additional survey (eg. defining control points). 

 

The research was sponsored by the “Emberi 

Erőforrások Minisztériuma - Új Nemzeti Kiválóság 

Program”. 
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Abstract—Most of the electronic circuit simulation program
contains a components’s thermal behavior modeling. Unfortu-
nately in most cases this modeling, or simulation depends on
the ambient temperature of suspected electronic devices. This
modelings can’t use of electronic parts’s or or circuit’s self
warming.
The proposed option, methodology is particularly useful for
the simulation of high performance circuits. In this article, we
supplement this thermal simulation methods so, that it can not
only to take into account the ambient temperature, but also to
warm the part itself.
For the demonstration of simulation we use pSpice based MI-
CROCAP software environment.

I. INTRODUCTION

On Fig. (1) is seen a typical application of a high power
switching-mode semiconductor circuit. Fig. (2) illustrate a
typical input and output signals of suspected (in this case
typical theoretical application) circuit [6] [7].
Voltage generator (Ug) drives direct, with 5V, (Upp), gate
(G) of Ft transistor (red color of Fig. (2). If gate-source (S)
voltage (UGS) greater then threshold voltage of gate UT H , then
transistor saturate and drain (D) voltage (UD) goes down (blue
color of Fig. (2) from power voltage (UP). Meanwhile, on RD,
ID current is flowing [15] [3].

RD

Ug

Ft

UP

UD

ID

τ
t

Fig. 1. Typical application of a high power switching-mode semiconductor
circuit. (UP = 12V , RD = 100Ω.) Time function of transistor’s dissipation is
τt .

II. THERMAL BEHAVIOR OF SELF HEATED
SEMICONDUCTOR

If the Ft turned ON, it’s dissipation depends on channel
resistance (RDS), and drain current (ID). So we get time
function of dissipation power according equation (1);

pFt (t) = RDS · ID(dt)2. (1)

We use differential equation (2) for the description of
semiconductor’s warming process or heat-work of suspected
device;

Pdt = cmτ +Sατdt, (2)

where c is average specific heat of semiconductor body, m
is the mass of heating body, τ is temperature difference of
environment and semiconductor device, α is a specific heat
transfer factor. We put on the value P constant. Equation (2)
solve for P, result is in equation (3)

P = cm
dτ
dt

+Sατ . (3)

On right side of equation (2) are two components; Sατ is
the quantity which heating environment, and time function of

0.00u 0.20u 0.40u 0.60u 0.80u 1.00u
0.00

5.00

10.00

15.00

v(2) (V)
T (Secs)

v(3) (V)

Micro-Cap 11 Evaluation Version
circuit_3.CIR

Fig. 2. Typical input and output signals of Fig. (1)’s circuit.
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v(3) (V) v(4) (V)

Micro-Cap 11 Evaluation Version
circuit_3.CIR Temperature=20...100

Fig. 3. Output signals of Fig. (1)’s circuit, parameterized in environmental
temperature. ∆Tis20◦C, green lines.

expression of cm dτ
dt gives thermal-work value what heating

semiconductor’s body itself.
If P constant, from equation 3, we get equation 4;

τ(t) = τ0e
−t
T + τm(1− e

−t
T ); (4)

where T = cm
Sα time-constant of heating, τm = P

Sα Is the heat-
balanced overheating, τ0 = τ(t = 0) is the initial value of the
function.

III. THE USUAL TEMPERATURE SIMULATION

On Fig. (3) is seen a environmental temperature modeling
of switching mode high power transistor circuit (Fig. 2). It
follow the well used heuristical approach, according which
UT H(∆T )≃−3mV/◦C. Exact value of course depends on real
type of a semiconductor.

Is seen on Fig. (3) that output characteristics isn’t very
dependent of ambient temperature, however it is change from
20◦C−120◦C .
It can be seen that by conventional simulation we are not
really able to model the effect of thermal changes in the
semiconductor [14]. This is especially true of the thermal
processes on the chip and their effects [11]. If need to take
into account the impact of the warming of its assets in other
techniques must be used.

IV. EXTEND OF NODAL METHODS

The electronic circuit simulation programs use the nodal
potential method. In case of active and passive components,
they also use a replacement network. Generally, one branch
consists of a voltage generator and branch resistance or
impedance (Fig. 4).

We want to determine the voltage of each point (Up) of the
circuit use of equation 5:

Up = Re

n

∑
i=1

In; (5)

where In is the branch currents, Re is parallel sum of
branch resistors [5] [2]. By using the Milmann rule we get
the equation 6:

R1

U1

UP

I1
R2

U2

R3

U3

Rn

Un

I
2

I
3

In Ik
Rk

Fig. 4. Interpretation of nodal potential in a general case.

Up =

n

∑
i=1

Ui

Ri

k

∑
i=1

1
Ri

; (6)

thus, we get a direct correlation between branch voltage
generators and branch resistors.
If the temperature change is to be taken into account when de-
termining the value of the nodal potential, the circuit diagram
of the figure 4 is supplemented with a temperature dependent
branch. The temperature dependent solution is shown in the
Fig.5 [4] .

Rτ

Uτ

UP

Iτ
R1

U1

R2

U2

Rn

Un

I
1

I
2

In

I
kRk

Fig. 5. The temperature dependent solution. Temperature-sensing supplement
branch in red dashed box.

Thus, the equation can be supplemented with the equation
of the heat sensor branch [9]. So we get equation 7:

Up = Re

n

∑
i=1

In +ReIτ ; (7)

where τ is the the temperature-sensing current component.
From 7 and 6 we get equation 8:

Up =

n

∑
i=1

Ui

Ri
+

Uτ
Rτ

k

∑
i=1

1
Ri

; (8)

The element of the branch is the voltage generator and
the resistor, each of which can be defined as temperature
dependent electronic part [8].
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V. CONTROLLED VOLTAGE GENERATOR

By using the equations 4, complete with heuristic results, we
can write the voltage generator transfer characteristic equation
(9).

Uτ = f(τ(t)dt,h); (9)

where; τ(t) time function of semiconductor heating from
equation 4, h is a heuristical constant from earlier experiments,
measures.

The physical content of the proposed solution is thermal
coupling of a thermal sensor (Uτ ) with the tested semicon-
ductor whose output voltage is temperature dependent (Fig.
V).

RD

Ug

Ft

UP

UD

ID

Uτ

τt

Fig. 6. Thermocouple of a high power transistor (Ft ) and a thermos driven
voltage generator (Uτ ).

Such a temperature sensor voltage generator may be a
special thermocouple or a semiconductor circuit designed for
this purpose (AD22100, Analog Devices [1]). The latter is
an forward-mode current generator drive silicon diode, as
described in the equation 10:

ID = I0(T )((e
UD
nUT −1); (10)

where; I0 is the maximal reverse current, T is temperature,
n is the emission coefficient; 1 ≤ n < 2, UT thermic voltage
(equation 11):

UT (T ) =
kT
q

; (11)

where; q is the elementary charge, k is Boltzmann-constant.
The equations 10, 11 gives the practical used result equation
12

∂UD

∂T

∣∣∣
ID=constant

=
UD −UG −3UT

T
; (12)

where; UG is band gap voltage.
For ∆UD in practice and from equation 12 is −1,7mV/◦C
largeness change.[12] [13]

As a voltage generator of the Fig. , a current generator
driven a forward mode silicon diode is used (Fig. ). With
its output voltage, connect in serial the UGS voltage of the
transistor.

RD

Ug

Ft

U
P

U
D

I
D

τ
t

Ig

Fig. 7. Thermocouple of a high power transistor (Ft ) and a silicon diode.

Thus, we get the dependent output characteristic of semi-
conductor own heat (Fig. ). In the figure, green lines indicate
the temperature change.

If we enlarge the important part of the Fig. (8), is seen the
different values of the saturation voltage (Fig. 9).

It can be seen that the model works, the output characteristic
of the transistor is temperature dependent.

VI. USE OF HEAT SENSITIVE RESISTOR

If a constant-voltage generator is used, we assume that
resistor is temperature dependent. In this case, the resistor (Rτ )
itself is thermal coupled with the power transistor (Fig. 10).
In the case of thermistors, we are approaching the change of
resistance with the usual formulas, equation 13:

R(T ) = R∞e
B
T ; (13)

where B is thermal sensing index in equation 14

0.00u 0.20u 0.40u 0.60u 0.80u 1.00u
0.00

5.00

10.00

15.00

v(2) (V)
T (Secs)

v(3) (V) v(4) (V)

Micro-Cap 11 Evaluation Version
circuit_3.CIR Temperature=20...300

Fig. 8. Output characteristics with modified UT H voltage parameters.

AIS 2017 • 12th International Symposium on Applied Informatics and Related Areas • November 9, 2017 • Székesfehérvár, Hungary

- 203 -



0.00n 32.00n 64.00n 96.00n 128.00n 160.00n
0.00

1.00

2.00

v(2) (V)
T (Secs)

v(3) (V) v(4) (V)

Micro-Cap 11 Evaluation Version
circuit_3.CIR Temperature=20...300

Fig. 9. The relevant enlarged part of turn ON curve of Fig. (8).

B =
T2T1

T2 −T1
ln

R1

R2
; (14)

where R∞ is in equation 15

R∞ = R1e
B
T1 ; (15)

where R1 = RT=20◦C and R2 = RT=100◦C [10].

We can proceed similarly to the use of thermistor as in
Fig. by diode. Of course, we can choose another mode to
change the transistor driven by changing the resistance of the
thermistor. In this case we need to build different of Ug and
Uτ and this driven to transistor’s UGS voltage; UGS =Ug −Uτ .

RD

Ug

Ft

UP

UD

ID

Rτ
τ

t

Uτ

R1

Fig. 10. Thermistor as a heating sensor.

VII. CONCLUSIONS

Present article is part of a lengthens future work in which
we intend to supervise high-reliability electronic circuits with
a microcontroller. To do this, we perform a modeling process
in which a circuit simulation method compares the test circuit
to some of its voltages, theoretically calculated. To do this,
thermal modeling is very useful, and through some simple
examples we can prove that the procedure works, it can be
used.
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