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Unique properties of a new Al/Sn 

Metallic Glasses obtained by drop cooling  
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 Abstract. Poorly documented Al/Sn - noncrystalline - 

atomic conglomeration such as observed in bimetallic 

glasses (bMGs) is studied. The conglomerate is obtained 

by inducing a Al/Sn non crystalline structure, which can 

be produced by a rapid cooling process called quenching. 

We designed and built a device that ensures the desired 

large-scale cooling rate, thereby creating the Al/Sn atomic 

conglomeration necessary for the test. The testing bMGs 

is made to determine Al/Sn metallic glass specific 

properties in dependence on the purity of the material, 

cooling rate and other processing factors. It is believed 

that the combination of aluminium and tin can result in 

new metallic glass compositions where Al/Sn combination 

of strength, hardness, corrosion resistance and other 

properties offer advantages over its crystalline 

counterparts. This study is part of an effort to explore 

new bMGs compositions, processing techniques and 

glassforming ability of Al/Sn metallic alloy materials for 

future applications in aerospace electronics and medical 

devices.  

  
Keywords: bimetallic glass, Al/Sn, non-crystal structure, 

glass-forming ability  

  
  

I. INTRODUCTION  

  
 Bimetallic glasses, often referred to as metallic glass 

(improperly amorphous metal), is a unique type of 

material that combines properties of both metals and 

glass. Unlike conventional crystalline metals, which 

have a highly ordered atomic structure, metallic glasses 

have a disordered, non-crystalline atomic arrangement 

similar to that of glass. The mentioned alloy is a unique 

type of material that combines properties of both metals 

and glass, [8]. Tin (Sn) is a common solder due to its low 

melting point, good wetting properties, and 

compatibility with aluminium (Al) and metals 

commonly used in electronics. Proper bonding between 

Sn and Al is crucial for reliable connections and the 

overall performance of electronic devices. Aluminium 

(Al) –Tin (Sn) alloys are potential lead free bearing 

materials, widely used in automobile and marine 

applications due to their embedability properties i.e. the 

ability to absorb the foreign particles present in the 

lubricant to avoid scoring and wear, [12]. As an excellent 

structural and functional material, the transition alloy 

metallic interface is of considerable importance, e.g. in 

quantum electronics, particularly in the context of 

superconducting and quantum device technologies, due 

to its role in enabling Josephson knots [5], 

superconducting qubits, quantum sensing devices, and 

quantum simulation platforms. Related technologies are 

key to the actual development of quantum computers, 

quantum sensors, and the advancement of quantum 

information science as a whole. Recently, the 

development of a superheated superconducting alloy 

metal-metal composite for granules has been used as a 

nuclear detector material for cold dark matter and 

neutrino studies [2]. Since metallic glasses interest is 

growing for their unique thermoplastic processing ability 

and excellent properties (ultra-high strength, wear and 

corrosion resistance, surface functionality, and soft 

magnetism ) In this study we devised a new composite 

bimetal two step procedure; the first being the 

production of the two constituent materials as metallic 

glass; the second is the production and testing of 

laminated glass metal  

    

II. MATERIALS AND METHOD  

  

A. General aspects  

  
Semimetal has a slight overlap between the conduction 

and valence bands; this characteristics for aluminium 

and tin, suggested its classification in the semimetals 

group. The classification justified for Al/Sn by the lack 

of a band gap and for having a negligible density of states 

at the Fermi level. A typical property in contrast of 

metals in that the conduction band is partially filled, [6]. 

In figure 1 a schematic representation shows the 

semimetal band structure in comparison to a 

semiconductor.  
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Fig. 1. schematic band structure to illustrate semimetals 

classification: As the right picture shows the structure 

has no band gap and a negligible density of states at the 

Fermi level, [6].  
  

  

 The selection on the materials used have been made on 

the supposition that due to the  potential difference i.e. 

Sn (0.14 eV) and Al (1.69 eV) a photovoltaic 

phenomenon is expected.  

 Al/Sn semimetallic glass, define a material that lack a 

regular or a crystalline atomic structure, in opposition of 

that found in conventional metals. The disordered atomic 

arrangement in matter, similar to that of glass, shows 

unique properties. They typically have lower densities 

than crystalline metals, which can be advantageous for 

lightweight applications. For instance high strength and 

hardness, which can make them suitable for applications 

requiring wear resistance.  Good corrosion resistance is 

essential for applications in harsh environments. High 

elastic limit allow to withstand significant deformation 

without permanent damage. Unique magnetic properties 

such as high magnetic permeability and low coercivity, 

making them useful in transformer cores and other 

magnetic applications. Good electrical conductivity 

favour them for electrical and electronic applications. 

They tend to fracture suddenly and without warning 

when subjected to excessive stress i.e. lack of plastic 

deformation before failure. Many metallic glasses have 

good corrosion resistance not forming grain boundaries, 

so no sites are formed for corrosion initiation in 

crystalline metals. Some alloys based on aluminium and 

tin have relatively good electrical conductivity. Due to 

their low coefficient of thermal expansion are less prone 

to volumetric changes with temperature variations. Soft 

magnetic properties, such as high magnetic permeability 

and low core loss, making them useful in transformers 

and magnetic sensors. Metallic glass have been tested 

also for superconductivity characteristics however so far 

no evidence or reports of metallic glasses made from 

aluminium and tin exhibiting superconducting properties 

at extremely low temperatures.  

B.    Semimetals available on the market  

  

 The exact properties of  Al/Sn bMGs alloy would 

depend on the specific proportions of aluminium and tin 

and any additional elements or alloying materials used in 

its composition. Commercially available extrusion 

aluminium alloy 6061 has the following atomic 

composition: Iron (Fe), 0.0 - 0.70 ; Magnesium (Mg), 

0.80 - 1.20 ; Silicon (Si), 0.40 - 0.80 ; Copper (Cu), 0.15– 

0.40. The most popular combinations used commercially 

is 60% tin, 39% lead, and 1% alloys, [1]. The 

commercial available tin has two different composition: 

that employed in small technical work (Sn; 99%+Ag; 

0.3% +Cu; 0.7%) and that employed for industrial 

product (Sn+Ag+Cu in percentage respectively 96.5%; 

3%; 0.5%.  Both of these materials in the form of 

metallic glasses, are studied to explore their potential 

applications and optimize their performance for the 

mentioned specific uses.  

 The compound ability to form glassy alloys is the 

consequence of a high configurational entropy in the 

liquid state, a situation that favour bypass 

crystallization. It is expected that heat mixing between 

the Al an Sn could enhance glass-forming ability. This 

means that the elements prefer not to mix in the solid 

state; for instance the mixing can hinder the formation 

of crystalline phases and that could be suppressed 

under critical cooling rate. When cooling occurred 

rapidly high viscosity at the liquidus temperature 

makes it more likely to form a glassy structure. The 

thermodynamic stability of the crystalline phases, if 

any, impede to form a bMGs. Nucleation and crystal 

growth during cooling could be reduced since minor 

elements act as good glass-forming agents. The 

composition range over which the alloy can form a 

glass is also of importance as once the glassy matter is 

formed, its stability at the desired operating 

temperature should not spontaneously crystallize 

during its intended application.  While they are strong, 

they tend to fracture suddenly and without warning 

when subjected to excessive stress, due to the  lack of 

plastic deformation, before failure. Nevertheless the 

metallic glass withstand large amounts of stress 

without permanently deforming or breaking, showing 

low deformation under applied loads.  

III.      EXPERIMENTAL SET-UP  

  

 Al/Sn-bMGs here are produced employing the 

experimental set-up based on the conceptual diagram 

given in figure 2.  
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Fig. 2. Conceptual block diagram of the heath 

generation control and the glass metal production 

principle.  
   

 The block diagram provide a sintetized scheme for the 

Al/Sn sample rapid heating through the excited coil; the 

latter is reported in figure 3.  

 
  

Fig.3. Picture of the power supply and the heating coil in 

that the bimetal is liquefied in a quartz tube. The cooling 

technique is obtained during the molten matter hitting 

the aluminium disc surface during which experiment a 

high rate cooling. The produced strip is released from the 

disc surface during wheel spinning.  

  

The bMG sample, hitting the disc, experiments a rapid 

solidification trough the so called splat cooling technique 

or quenching. During the extremely fast cooling rate, 

typically on the order of millions of degrees Celsius per 

second, the formation of crystalline structures is 

prevented with the consequences mentioned. In this case 

atoms do not have enough time to organize themselves 

into a regular crystalline pattern so that the atoms bound 

into a disordered atomic arrays, giving the material its 

unique properties.  The bMGs are produced by the 

equipment shown schematically in fig.3 and described as 

follows:  

1. Melting the Metal: Purpose built induction 

furnace is employed for melting the 

Al/SnbMGs    

2. Ejection and Rapid Cooling: Once the bimetal 

is in a liquid state inside a heat resistance quartz 

glass test tube, it is rapidly ejected onto a cold 

substrate to obtain a rapid solidification. The 

substrate on that solidification occurred, is 

usually a rotating aluminium metal disc with a 

20 cm diameter (at 12 hundred rpm). The 

distance between the nozzle orifice  (at the 

bottom of the quartz tube) and the spinning disc 

surface surface is 5mm.  

3. Formation of thin ribbons: the quenched 

bimetal provide the formation of thin ribbons 

300 micrometers with thickness of few hundred 

microns. The thickness is set by the aluminium 

disc diameter and rpm-value.  

4. Collection: The glassy ribbons are collected and 

analysed to determine its properties and 

therefore its suitability for a selected 

applications.  
  

IV.    EXPECTED PROPERTIES  

    

Glass bimetal alloys, including those composed of 

aluminium and tin, can exhibit a wide range of 

mechanical properties depending on their composition 

and processing methods. Here are some considerations 

for improving the mechanical properties of glass bimetal 

aluminium-tin alloys:  

 i.-   Experimenting with different compositions we 

achieve a balance between strength, ductility, and other 

desired properties.  

 ii.-   Trace elements in commercialized Al-Sn can 

enhance the mechanical properties and stability of the 

glass bimetal structure.  

 iii.-   Quenching rate lead to more uniform and desirable 

glass metal structures, improving strength and hardness.  

  iv.-  Annealing  improve  the 

 mechanical properties since can relieve internal stresses 

and enhance ductility.  

 v.- Thinner glass metal may exhibit better mechanical 

properties compared to thicker ones. Thinner samples 

induce better structure.  

 vi. Smaller grain sizes in the amorphous structure can 

enhance mechanical properties such as hardness and 

wear resistance.  

 Mechanical testing such as tensile testing, hardness 

testing, and impact testing to assess the mechanical 

properties accurately.  

 Experimental Optimization: advanced materials 

characterization techniques, such as X-ray diffraction 

and electron microscopy, provide information on alloy's 

structure.  

  

V.  RESULTS  
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 Typical result expected for Al/Sn(40%) glass metal 

alloy are given in Table 1; following range of physical 

properties to point toward its distinctive properties :  

Table 1. Properties of bimetallic glass studied. 

Physical  

Characte- 
ristics  

 Note  Range of values  Sources  

[14]  

Structure  Metallic 

glass  

Properties  [8]  

Hardness  High  average hardness 

24 ± 1.6 GPa  
  

[13]  

Elastic Limit  High  Elastic modulus: 

71,0 GPa.  

[17]  

Strength  High  160 MPa; yield 

point: 75 MPa; 

relative 

extension: 10 %;  

Poisson's ratio: 

0,33;    

[16]  

Brittle  

Behavior 

compressive 

strength  

quite 

brittle  

4.5 - 6 GPa  [15  

Density  Lowultra 

dense  

5.5 GPa at 850 K  [21]  

Corrosion 

Resistance  

Good    [18]  

Electrical 

Conductivity  

High  1.63± 0.02 x 10 −7  
µΩ  

[19]  

Thermal  

Expansion  

Coefficient  

Low   Constant 

8.24 × 10−3 /K  
[11]  

 High 

magnetic 

permeability  

 low 

core loss  

soft-magnetic 

properties  

[10]  

Superconduc 

-tivity  

Not 

found 

yet  

  [22]  

Other 

propeties  

Ageing    [20]  

Sn employed in the industry has the following properties: 

liquidus tem. 220 oC, solidus 217 oC . For the Al-alloys:  

density: 2,880 g.cm⁻³; liquidus temperature: 660 degrees 
Celsius; solidus temperature: 557 oC.; melting point: 

from 650 to 730 ºC; temperature spills: from 650 to 705 
ºC; [3], [4]. Metal glassy temperature for a given set of 
alloys can be deduced from the following graphic given 

by Cao et al., [7]:  

 
Fig. 4. Metallic glassy temperature Tg for various alloys 

from Cao et al., op.cit.  

 The next series of pictures show the metallic glass 

surface produced by drop cooling only.  

 
Fig. 5. Al/Sn alloy metallic glass surface 

microphotographs. Particularly the original images, 

numbers 02 and 03. clearly shows the dentritic 

crystallization. Pictures 04 and 05. show typical images 

of amorphous alloy. The others are given for analogy.  

  

01   
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 For comparison of a surface corresponding to a normal 

solder joint is given in figure 6, as an evidence of 

crystallization obtained when it cools in open air.  

 
Fig. 6. For convenience and visual comparison we give 

two surfaces corresponding to a normal solder joint 

resulting from low cooling rate in open air, [op.cit].  

 An additional picture  in figure 7, is given to show the 

dentritic crystallization shape that take place in bulk tin  

 
Fig. 7.  Surface of bulk tin that to shows typical dentritic 

crystallization structure obtained at a relatively low 

cooling rate, [9].  

Figure 8 is given to show surficial structure difference 

between multi-MG and bi-MG.  

 
    

Fig. 8. Optical microphotograph of Ni (59%); Zr (20%); 

Ti (16%); Si (2%) Sn (3%) composite brass metallic 

glass surface (longitudinal section); that has an electrical 

conductivity of  1.63± 0.02 x 10 −7 µΩ, 2.5 times higher 
in comparison to brass Cu (80%)+Zn (20%), [19].  

  

Properties of bMG can vary significantly depending on 

their composition and processing methods, the specific 

temperature (Tg). Tg value can be deduced from Cao et 

al., op.cit.  

VI.        DISCUSSION AND CONCLUSION  
  

 Glass Al/Sn bimetal has been produced from liquid 

phase fast quenching process that lead to mechanical 

property;  these differ from the crystallized metal 

structure. The bMG process improve the Sn compound 

strength by 25%, but at the same time  ooccur at the 

expense of e.g. ductility. Drop cooling, in opposition of 

splash cooling, resulted in our case as an effective 

method for producing bimetallic glasses. We confirmed 

that the cooling rate is the most essential parameter for 

the sample production since properties of glassy metals 

vary significantly. In general term the absence of a 

crystalline structure gives metallic glasses some 

interesting properties and advantages over crystalline 

metals. Al/Sn bMGs exhibit to some degree excellent 

properties such as ultra-high strength and excellent wear 

and corrosion resistance. Glass metal technology leads 

to fundamental changes in the properties of individual 

metals. The basic properties of tin (Sn) and aluminium 

(Al) are known as metals for industrial use, as well as 

their alloys. Expected mechanical properties are: tensile 

strength: 160 MPa; yield point: 75 MPa; relative 

extension < 10 %; hardness 45 NV; Poisson's ratio 0,33; 

elastic modulus: 71,0 GPa.  In the course of our research, 

we are looking for answers to the question of:  

 Achieving a balance between different properties 

depends on the specific application requirements. In this 

study it can be appreciated that a systematic approach is 

required to develop a glassy aluminium-tin alloys to 

fulfil a particular application. Additionally, research in 

materials science and engineering continues to evolve, 

so staying updated with the latest advancements in alloy 

development is beneficial.  

 i.-  Al/Sn alloy glass metal - mechanical, magnetic and 

electrical properties, that could be useful for industrial 

applications can be produced  ii.-    Al – Sn thin-film 

glass metal materials could be produced as thin ribbons.  

 It is assumed that based on the electrochemical potential 

of the raw materials, the unique magnetic properties of 

the new types of glass metals created from them may 

converge towards the properties of superconducting 

materials, and their optoelectric properties may make 

these materials suitable for the manufacture of solar 

cells. Characterization of the Al/Sn metallic glass is 

under scrutiny.    

 In spite of limited understanding on the relationship 

between their atomic structure and mechanical 

properties as a function of their structural state, the 

technique with drop cooling, is adequate for bMG 

production. Since it is a novel materials with unique 

properties could spread advantageously in various ¨high 

tech¨ industries. The use of artificial intelligence  predict 
20,000 samples of different metallic glass alloys and so 

far it may be considered an open field for basic research. 

Authors are planning to further study both the structure 

characterization and properties of metallic glasses.  
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Abstract—When using materials that are sensitive to 

moisture and water, unwanted side reactions can result in the 

formation of by-products, toxic substances, reduced yields and 

even occupational accidents. In the pharmaceutical industry 

and in the production of Li-ion batteries, humidity, moisture 

and water control of raw materials and intermediate products 

are of particular importance. One suitable method is Karl 

Fischer titration. In this work, a life cycle cost analysis of Karl 

Fischer water determination is presented. 

Keywords— life cycles assessment, life cycle cost, LCA, LCC, 

Li-ion batteries, APIs, Karl Fischer titration, water, moisture 

I. INTRODUCTION 

Water is also a solvent, a reactant and a reagent, covering 
71% of the Earth's surface, in solid form as ice, in liquid form 
as water, in gaseous form as vapour. There are many materials, 
production processes and methods that are sensitive to the 
presence or absence of water in a particular state, or that can 
be combined with certain substances or effects to produce 
undesirable processes, such as mould in residential buildings, 
unworkable pasta with insufficient moisture, drought and 
drying, sawdust splashing, accelerated degradation due to 
microflora or instability, for example in the case of 
pharmaceuticals.  

In many areas of industry and research and development, 
the provision of adequate water content is of utmost 
importance [1, 2]. In this article, we focus on water and 
moisture sensitive materials, and analyse the water content 
and moisture determination methods for their processing from 
a life cycle cost perspective.  

Life cycle analysis is an environmental management 
toolkit for evaluating the environmental impact of process 
steps from the raw material life cycle and production life 
cycle to waste and recycling (Fig. 1.). It is based on the ISO 
14040 and ISO 14044 standards [3, 4]. The evaluation can be 
performed manually or by software, and there are several 
evaluation methods to choose from, CML and ReCiPe 
methods [5, 6, 7] being particularly suitable for the 
evaluation of chemical-intensive processes and procedures.  

Life-cycle cost analysis can be used to estimate the net 
present value of the costs incurred in a given life-cycle 
phase, using USD/1000 measurements/year as the unit of 
measurement. Life cycle cost analysis, together with life 
cycle analysis, is part of sustainable development and helps 
to develop a circular economy approach. 

 

 

Fig. 1. Life Cycle 

 

Determination of water and moisture content 

There are several methods available, depending on the 
expected water content, the accuracy of the measurement, 
whether the material is heat sensitive, the type of 
instrumentation available or applicable to the production site 
and environment, the frequency of measurement, whether it 
can be automated if necessary, and whether any permits or 
special qualifications are required.  

For high water contents, e.g. soil samples, non-heat-
sensitive precipitates, a rapid moisture determination may be 
used, for hygroscopic materials vacuum drying, or a 
lyophilisation procedure for heat-sensitive materials, 
biological samples, and then calculation of water content 
based on mass measurement. X-ray and IR instruments are 
used to determine the water content of insensitive anhydrous 
materials.  

Chemical measurements include gas evolution reactions 
and Karl Fisher titration, the latter being used to measure 
water contents from 1 ppm to 100 % efficiently. 

Karl Fischer water determination 
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The principle of water determination is based on the 
oxidation of elemental iodine. The measuring solution 
typically consists of sulphur dioxide, iodine and organic base 
absorbed in methanol, and the end-point detection can be by 
fading of the solution colour or by an indicator electrode.  

Particularly low water content or extremely moisture 
sensitive substances are usually tested by coulometric 
titration, where the solution contains potassium iodide rather 
than elemental iodine, which is released at the anode and 
reacts with the water content of the sample to produce the 
amount of charge required to generate elemental iodine, which 
gives the amount of water in the sample.  

In coulometric measurements, the water content of the 
sample is between 1 ppm and 5 %, while in volumetric 
measurements the water content is above 100 ppm. 

A simplified reaction equation of the reaction that takes 
place, where RN is the nitrogen-containing organic base, e.g. 
pyridine or imidazole, where alkylsulphate salt and hydrogen 
iodide compound formed. 

H2O + I2 + SO2 + CH3OH + 3RN → (RNH)SO4CH3 + 2 
(RNH)I 

The general composition of the reagents is described in the 
table below (Table I.). It can be clearly seen that in 
coulometric reagents for the measurement of substances with 
low water content (less than 5 %), in addition to methanol, the 
halogenated organic compound chloroform is also present as 
a solvent in significant quantities, but this reagent usually does 
not contain diethanolamine.  

TABLE I.  COMPOSITION OF KARL FISCHER REAGENTS 

Method Volumetric Titration 

Reagent 

Coulometric Titration 

Reagent 

Function Component composition, 

weight % 

Component composition, 

weight % 

Solvent Methanol 40 Methanol 40 

Chloroform 31 

Organic 

Base  

(pH 

Buffer) 

Imidazole 12 Imidazole 12 

Diethanol-

amine 

8 

Reagent Sulfur 

dioxide 

10 Sulfur 

dioxide 

7 

Iodine 

Reagent 

Iodine, 

elemental 

10 Potassium 

iodide 

10 

 

 

Use in the pharmaceutical industry 

Moisture-sensitive substances such as metal hydrides 
lithium aluminium hydride, amides such as sodium amide, 
Grignard reagents used in the production of active substances 
such as the analgesic tramadol, the anti-inflammatory, 
antipyretic and analgesic naproxen and ibuprofen [8].  
Numerous examples include the active substance remdesivir 
[9] used in the Covid-pandemic [10]. The water sensitivity of 
Grignard reagents is known, in the C-glycosolation reaction 
[11], or the reaction of degradable boron trichloride at -40 °C 
or triethylamine at -78 °C with the reaction mixture, simply 
because of the sub-zero temperatures, no water can be present 
in the system to avoid damaging the reactors.  

For stability and shelf-life, a specific moisture content is 
required for many pharmaceutical substances such as 

theophylline [11] used for asthma or levothyroxine [12] used 
in hypothyroidism.  

Inappropriate conditions, excessive moisture or water 
content can destroy an entire batch, cause unwanted side 
reactions, lead to the formation of toxic substances or result in 
a mixture that is difficult to purify and may have low yields. 

 

The importance of moisture content for lithium-ion 
batteries 

During the production of lithium-ion battery cells, there 
are several critical points where the moisture content is as 
tightly controlled as possible and kept sufficiently low to 
prevent side reactions such as the formation of highly toxic 
and corrosive hydrogen fluoride [13] gas (a major concern 
from a health and safety point of view), and the reduction of 
the active ingredient content of NCM due to the action of 
water and air: lithium hydroxide formation and subsequent 
carbonation [14, 15], in-use failure and loss of cell capacity 
and life expectancy [16].  

Strict quality control throughout the entire manufacturing 
process is important [14].  

Manufacturing processes involve several drying steps, 
where the humidity of the manufacturing environment is set 
to freezing between -30 and -40 °C, while the water content of 
materials, such as the separator film, which has a ceramic 
coating that can absorb more moisture due to its porous 
surface, must be constantly monitored. For lithium-ion battery 
production, the Karl Fischer water determination [17] is ideal, 
very low water content is required, therefore a coulometric 
method is recommended. 

 

Life Cycle Costs 

The life-cycle cost of water determination in US dollars 
(USD) per 1000 measurements per year is illustrated in Fig. 2. 
For the calculation, the initial cost and installation cost as well 
as the termination cost were calculated for 10 years, while the 
other factors were calculated for 1 year. In the case of 
coulometric titration, it can be seen that the cost factors are 
higher, due to the cost of the reagent and its hazardousness, 
since it contains halogenated organic material, and the cost of 
waste disposal.  

We used the prices and change rates valid in Hungary on 
20th of August.  

The calcualtions are based on 10 years of equipment 
runtime.  

The initial cost includes the measuring system and all the 
basic equipment needed, such as reagents, standards. 
Installation costs are related to the infrastructure required for 
the operation of the measuring system, the measuring site and 
its surrounding environment, commissioning and service 
costs. Energy costs are the cost of the electricity used in the 
operation.  

Operating costs include the cost of reagents, electrodes, 
waste containers, filters, which are constantly consumed. 
Service and maintenance costs are the periodic and routine 
(due to breakdown) material and service charges. 
Environmental costs are the costs of waste treatment.  
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Is it the cost of quality? 

At the current market price, 1 tonne of NCM costs 40.000 
USD, the total cost of coulometric measurements per 1000 
measurements is only 15.690 USD, which means that only 
considering the cost of this raw material, excluding the initial 
costs of performing the measurements, we can prevent the 
production of defective semi-finished and finished products 
from the resulting NCM, not counting the costs of handling 
and transporting the resulting production waste. 
 
 

 

 

Fig. 2. Life Cycle Costs 

 

To give an example from the pharmaceutical industry, if 
ibuprofen is priced at USD 25/kg, again excluding the 
additional cost of side effects and waste, the selling price of 
630 kg of high quality ibuprofen is equivalent to the annual 
cost (Fig. 3.). 

Karl Fisher measurement is essential to keep production 
costs low. Waste treatment costs due to side reactions, waste 
transport, waste disposal are a significant burden for 
companies. By strictly controlling the processes, strictly 
respecting the limits, professionally carrying out the 
measurements and their evaluation with due care, the costs can 
be controlled and the quality of the semi-finished and finished 
products can be guaranteed to the users. 

 
Fig. 3.  Comparison of Costs 

 
To give an example from the pharmaceutical industry, if 
ibuprofen is priced at USD 25/kg, again excluding the 
additional cost of side effects and waste, the selling price of 
630 kg of high quality ibuprofen is equivalent to the annual 
cost. 

II. CONCLUSIONS 

The determination of water content is very important to 
reduce scrap costs, prevent accidents and side reactions and 
ensure the desired quality. Stability and durability are also 
very important. In the pharmaceutical industry and for Li-ion 
battery cells, the specifications for moisture and water content 
and humidity must be strictly observed. In Hungary, using 
prices and exchange rates valid on 20 August 2023, the life 
cycle cost of 1000 measurements is comparable to about 400 
kg of NCM or 600 kg of ibuprofen using the coulometric 
measurement system, excluding the waste disposal costs due 
to side reactions. Apart from the initial cost, even for very 
small batches it is worth maintaining the measuring system. 

III. SUMMARY 

Data without sufficient resolution will give an incorrect 
life-cycle result. Appropriate geography is also important, and 
the energy mix can vary significantly. Some materials are not 
currently available in any life cycle inventory database, and 
can be further developed either from their own data or by 
estimation. Once the purpose of the study has been defined, it 
can be decided which impact assessment method will be 
optimal. 
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Abstract—Telematic systems are becoming increasingly com-
mon in automotive and industrial applications. The marine
industry is also following these trends. They can be used to
measure and transmit selected parameters of a system to a
remote server. This allows authorized personnels to know the
status of the system. Further information about the system
can be obtained by analyzing the collected data together. They
can be used to predict possible malfunctions or emergencies.
Lithium-ion batteries in recreational boats are increasing due to
their favorable energy density. However used in inappropriate
conditions can cause serious hazards. Continuous monitoring of
the proper key parameters can increase the vehicle’s safety. This
paper presents a solution to avoid malfunctions, remote control
the vehicle, and signal an emergency.

I. INTRODUCTION

Electric propulsion has long been used in recreational

boating, primarily powered by lead-acid batteries. The use of

lithium chemistry batteries is becoming more common due

to their favorable characteristics. Boatbuilders prefer them

because of their energy density, which allows them to build

boats with longer range or higher speed. In addition, the price

of lithium batteries is becoming more affordable, largely due

to the electric car revolution [1]. At the same time, higher

energy density means higher risk. Overloading these batteries

or using them in inappropriate conditions is a huge safety risk.

An overloaded lithium battery is capable of thermal runaway

and can catch fire. The extinguishing of a lithium battery fire

is a challenging task for firefighters [2], [3].

Sales of electric boats are far below those of electric cars,

so the boats will be equipped with a propulsion system already

available on the market from a specialized company. Devel-

oping a unique solution for a specific type of boat would not

be profitable or would increase the boat’s selling price. After

installation, it is crucial to synchronize the components and

establish suitable limits to guarantee safe operation. Pairing

components can be challenging. However, utilizing an embed-

ded system can simplify this task and enable control tasks that

standalone devices are unable to achieve. One example of such

parameters is the highest battery temperature deemed safe by

the manufacturer. When the battery reaches this temperature,

it should be disconnected from the loads or the power to the

loads should be limited.

Fig. 1. Schematic of a common EV drive

Electric boats can remain connected to shore power in

ports for weeks without their owners utilizing or inspecting

them. For this reason, IoT-based solutions are also increasing

in this segment, allowing the various units of the vessel to

be monitored and controlled remotely. Beverage coolers and

air conditioners can be remotely activated and deactivated.

This saves energy when the boat is not in use. The devices

can be activated remotely using a mobile application before

the trip. The propulsion system and onboard sensors can be

easily monitored and their data transmitted to a remote server,

providing similar benefits to other available conveniences.

When designing the system, cyber security aspects must also

be taken into account [4], [5].

Fig. 1 shows a diagram of a standard electric powertrain.

The electric powertrain components communicate through the

CAN bus. An embedded system allows for the collection,

processing, and secure transfer of all available powertrain

parameters to a central server via a cellular network. The

remote server can perform continuous data analysis using

telemetry systems, in addition to the onboard electronics.

These systems can collaborate on tasks and function in a

hybrid mode. This allows for management of the vehicle’s

driving system as necessary, including real-time performance

optimization to avoid possible malfunctions.
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Fig. 2. External peripherals of the embedded processor

II. PROPOSED SOLUTION

A. Hardware

Fig. 2 the external peripherals for the proposed embed-

ded computer. It is advisable to select a processor that can

support an operating system commonly used in embedded

environments. This will facilitate the utilization of advanced

encryption protocols and remote updates. The device gathers

information from the CAN and NMEA2000 communication

buses. NMEA2000 is electrically identical to the CAN bus and

is based on it. Its main aim is to streamline communication

of information between a boat’s instruments such as sensors,

displays, and actuators.

While it is feasible to use alternative protocols for obtaining

sensor information, it is advisable to choose ones with suffi-

cient electromagnetic interference immunity. One can employ

analog or digital inputs, as well as noise-tolerant communica-

tion buses such as RS-485. It may be beneficial to record water

temperature and temperature of various compartments and

equipment, while also installing smoke and flame detectors.

The system should be powered by the same low-voltage,

typically lead-acid battery that powers the BMS. This battery

is charged by a DCDC device, which takes power from the

lithium battery. It can also be charged by a dedicated charger

connected to shore power.

B. Software

1) On-board computer program: The on-board computer

collects the data from the specified sources. The collected data

is transmitted to the server via a cellular module using the

MQTT protocol. The system can manage the operation of the

vehicle. It can adjust drive parameters such as the maximum

current that can be drawn from the batteries. Using digital

outputs, it can switch devices on/off, such as pumps or con-

tactors. It must be able to perform all basic functions without

network coverage. MQTT is bidirectional, so it listens to the

server commands such as modifying the vehicle parameters or

doing a predefined task.

2) Server program: The server operates an MQTT broker

that allows boats to connect and publish their current status.

A server-side script subscribes to the topics published by the

boats and collects their data which it saves in a database.

Another script continuously analyzes the stored data and sends

commands to the boats’ on-board computers when needed.

The database is connected to a web server that visualizes the

relevant data for authorized users.

C. MQTT

as stated in the standard

MQTT is a Client Server publish/subscribe mes-

saging transport protocol. It is lightweight, open,

simple, and designed to be easy to implement. These

characteristics make it ideal for use in many situ-

ations, including constrained environments such as

for communication in Machine to Machine (M2M)

and Internet of Things (IoT) contexts where a small

code footprint is required and/or network bandwidth

is at a premium [7].

The connection between the IoT devices and the MQTT broker

using certificates with mutual authentication [8]. This means

that both the server and client side have a certificate and

identify themselves with their public/private key pair. This

protocol is commonly referred to as mutual transport layer

security or mTLS. The mechanism for the handshake is shown

in Fig. 3. It aligns with the Zero Trust approach which by

default does not trust any device [6]. Fig. 4 shows the network

map of the system. Multiple boats can connect to the server

using the MQTT protocol. MQTT enables numerous clients to

subscribe and listen to a specific topic, resulting in multiple

clients being notified by a single command [9]. On the server

side, there is also an MQTT client connected to the broker

which can store the data sent by the boats in the database.

Fig. 3. mTLS handshake [6]
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Fig. 4. Network map of the proposed system

D. Lack of cellular network coverage

If data transmission fails, the onboard electronics must store

the data in a local non-volatile memory. The stored data

can be synchronized when the network is available again.

The data must have a timestamp to ensure that the outcome

after synchronization is identical to what it would have been

if the network had been continually available. The storage

should have a predetermined size limit, and upon reaching this

limit, new messages will automatically overwrite the oldest

messages.

E. Over the air updates

The software of the onboard computer must be regularly

updated to fix any flaws and security vulnerabilities whilst

also adding new features. The server can send with software

packages via the MQTT connection. Once the client has

validated the software package, it can install it [10]. When

performing updates, it is important to take extra precautions,

as interruptions may occur, such as power loss. If an update

attempt is interrupted, the system must still be able to continue

running. One approach is to use redundant images. While the

current software is operating on one image, the update can

be downloaded onto the other. Once verified, the embedded

system can then boot from the new image. If a modern

operating system is being used on the embedded system, the

update process can be simplified. It is crucial to prioritize cyber

security by verifying the origin and integrity of the software

package.

F. Access to the data

The stored data can be accessed by several types of devices

for authorized users. Authentication is available through login

using the encrypted HTTPS protocol. Depending on the level

of privileges, different types of data are available to the

specific user. Boat owners have access to relevant data via

their mobile application, such as the charge status of their

vessel. They can use the system to request technical support

or report malfunctions. The service technician can access fault

messages, powertrain data, service records, etc. to assist in the

troubleshooting process. This could also enhance usability and

serviceability.

G. Informing methods of recipients

Notifications, alerts, and emergency calls can be sent

through various channels. A pop-up message on the boat’s

display is enough to notify of a warming battery during use.

When the boat is docked in the harbor, a notification via the

phone application can help inform its owner when charging is

completed. It may be necessary to indicate a clear emergency

through multiple channels. As all remote notification methods

require mobile network coverage, the embedded system may

also need to have the capability to control the boat’s lights and

horn to signal the emergency to the outside world [11].

III. APPLICATION AREAS

A. Safety features

Because a cellular module is connected to the embedded

system, it can not only transmit data, but also make emergency

calls and send messages. The recipient can be a pre-set phone

number or the emergency services. An automatic emergency

call device implemented this way increases safety and the

chances of getting out of an emergency with as little loss as

possible. For example, if a fire breaks out on the vessel while

it is parked in the port, the staff and emergency services can

be quickly informed of the fire.

1) Detection thermal runaway: The most expensive and

dangerous component of electric vehicles using lithium chem-

istry is the battery. In extreme cases, a catastrophic thermal

runaway can occur, endangering the vehicle’s occupants and

the environment. In the case of boats, the emergency is further

compounded by the fact that it is impossible to simply get out

of the vehicle in open water. For this reason, every effort must
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Fig. 5. Voltage of EV battery cells observed at a 0.5C load. The first graph
displays the voltage measurements taken prior to the load, while the second
graph shows the voltage measurements taken after the load was applied.

be made to prevent this type of fatal failure from occurring. If

it does occur, it should be detected at an early stage to allow as

much time as possible to leave the vehicle. Thermal runaway

can result from either overcharging or over-discharging the

battery. Monitoring and avoiding these failure modes is the

responsibility of the battery management system. However, a

faulty cell or some external impact such as a collision can

cause a deformation that triggers a chain reaction that the

battery management system cannot control because the failure

is in the battery cell [12]. For this reason, it is worthwhile to

create a system that can detect such a severe failure.

Thermal runaway in batteries can be detected by observing

certain characteristics, such as cell temperature and voltage.

Additionally, the use of suitable gas and smoke sensors can

also detect this phenomenon [13], [14].

2) Fire detection: Heat, smoke, gas, flame sensors can

be used to detect a fire on the vessel. These sensors are

strategically placed throughout the vessel to continuously

monitor the environment for any signs of smoke, abnormal

heat, flammable gases, or open flames [15]. The importance of

early detection cannot be overstated. Starting the extinguishing

operation as soon as possible is crucial as ignition of a battery

pack can intensify the emergency situation, potentially leading

to a more hazardous scenario.

B. Monitoring of powertrain parameters

By observing the drive train, several faults can be predicted.

Such detections can work well if historical values of the

observed characteristics are available. In the described system

these values are stored in the database. The change in the

values can predict an event that could lead to a failure.

Imagine, for example, an increasingly polluted cooling circuit.

The deposition of contaminants continuously degrades the

efficiency of the cooling system. Until eventually it reaches

a level where the cooling efficiency deteriorates to the point

where the cooling circuit elements have to be reduced to

avoid overheating. If the battery overheats, the power of

the connected loads must be reduced. Additional information

about the vehicle can be revealed by observing certain events,

such as a fault code or activation of a protection mechanism.

The server can run a script that monitors both the current

and historical status of the boat. Knowing this data, an expert

system can find an optimum to determine the maximum output

power of the motor. Suppose there is a maximum motor current

MQTT topic that the server script can read and write. If it

differs from the currently set value, it can change the value.

The onboard electronics program will detect this change and

update the motor controller with new value via CAN bus.

C. Modify instruments configuration

The onboard computer has interfaces to the CAN and

NMEA2000 bus. The system can then update the configuration

on all connected devices supporting it. This provides a cost-

effective way to reconfigure a specific parameter on either a

single vessel or an entire fleet.

D. Weakest cell identification

The presence of a significant voltage difference at high load

levels may be an indication that the cells are at different levels

of degradation. [16]. Fig. 5 shows the cell voltages before and

after the load was turned on.

IV. CONCLUSIONS

The use of the proposed system can increase the safety of

the vehicle by continuously monitoring the battery status and

providing an alarm when a critical failure occurs. Such an

automatic signal can help save time for vehicle occupants and

emergency responders. The result can be a reduction in the

impact of an emergency. Continuous monitoring of the defined

characteristics helps to understand the processes taking place

in the vehicle. Hidden faults can be detected or the correct

functioning of the system can be verified. Such information

can facilitate the troubleshooting process and simplify the

work of the service technician.

From the manufacturer’s perspective, collecting real-world

data can help to better understand the system being optimized.

This data is valuable in organizing service work and can guide

future improvements.

The owner can be provided with useful and clear informa-

tion to improve the usability and user experience of the boat.
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Abstract— As energy and materials are getting more 

expensive, efficiency and productivity are becoming the most 

important factors in Engineering. Construction Industry  is 

historically rooted in manual labor a traditional practices, but 

the need of transformation is clear and new technologies are 

being introduced. From improved efficiency and enhanced 

safety to precision and sustainability, robots are offering new 

possibilities for the whole sector. In this study we are preparing 

an overview about the most interesting developments focusing 

on robotics.  

Keywords—BIM, autonomous robotics, mobile robotics, 

collaboration, construction 

I. INTRODUCTION 

The Construction Industry (CI) is still a challenging field 

for robotics but more and more innovation are introduced to 

improve efficiency and safety. [1] Digitalization can help us 

to control cost, safety and project timeline with simulating 

entire project lifecycle, understanding the risks and issues 

before we are facing with it. The whole approach is changing 

as design is getting more important – and it helps introducing 

more robotic applications as the biggest challenge of the 

robots was always the uncontrolled circumstances. If we can 

turn it into controlled and predictable environment we will 

win the possibility to use more automated solutions growing 

productivity, sustainability and reducing waste. 

II. PROBLEM DESCRIPTION 

What are the biggest challenges we face? Today we live 

in an era of soaring energy, building materials and labor 

prices. One of the most important aspects has become 

efficiency. In the case of construction projects of almost any 

scale, it can be said that the sustainability of the planned 

budget fundamentally depends on the planning – whether 

every detail has been planned and how we manage to stick to 

the plans during construction. To address these challenges, 

the construction industry is responding with significant 

changes – prefabricated elements, reinforced concrete 

structures, lightweight construction methods are spreading 

among construction methods, while digital solutions are also 

beginning to appear in work organization. How the industry 

is changing? What could be the future? 

 

III. DIGITALIZATION 

Digitalization is getting more important is Construction 

Industry. Growing productivity is not possible if we have no 

data, so nowadays from design via logistics to construction 

tons of data is collected and used for planning and control. 

Building Information Modeling (BIM) is a new way of 

visualizing the construction project creating a real simulation 

of the whole project by understanding the processes and risks 

[2]. Successful implementation of BIM requires digitalization 

from the beginning – you have to create an intelligent 3D 

model of the construction and during the entire project you 

have to update statuses and simulation  [3], [4].  

BIM is revolutionizing the way how a Construction 

project is planned. As the main goal of BIM is to keep all 

communication within stakeholders and vendors on the same 

platform it requires a detailed 3D-design model with all the 

construction processes analyzed & defined. During the 

project this will be the common input for all activity planning. 

From robotic perspective it is offering a huge possibility as 

the repetitive tasks and high precision activities are the most 

relevant for introducing automated solutions. 

This new environment is supporting the usage of robotic 

solutions as with the more available data it is possible to go 

down to low-level tasks planning which is a must for robot 

involvement [5]. 

BIM is also very much interested in status reporting – and 

automated applications are the best for such purposes. 

IV. BUILDING STRUCTURES 

Basically, developments are taking place in 3 main 

directions regarding the basic concept: 

- using prefabricated elements 

- 3D printed buildings 

- automated masonry solutions 

 

A. Prefabricated elements 

Onsite construction is struggling with many ad-hoc 

problems to solve. To avoid that many technological steps 

can be provided off-site under controlled circumstances. 

During production of prefabricated elements many existing 

robotic technologies can be easily used with proper design.   

In such condition robotic systems can deal with many 

predefined tasks.  

 

18 / 177

AIS 2023 – 18th International Symposium on Applied Informatics and Related Areas                   



 

1. Figure Prefabricated modular blocks 

Prefabricated elements are usually manufactured through 

well-automatized production lines to improve efficiency, 

quality and overall control on the process [6]. 

Significant advantage of this technology is the reduced 

overall schedule of the construction as right after the 

approved design, parallel to the construction site preparation 

and foundation the prefabricated elements can be 

manufactured and prepared for the transportation. 

Using prefabricated elements (see figure 1.) – especially 

when the elements are re-used in more constructions – can 

significantly reduce cost with appropriate design and offers 

more sustainability through reduced waste and using less 

polluting materials compared to traditional building 

technologies. 

Although the technology offers more flexibility during 

the design there is less space for customization during the 

production. As the production requires lots of storage space 

it has a significant upfront cost. 

B. 3D printed technology 

Practically simultaneously with the advent of 3D printing, 

thinking started about how the technology could be applied 

to the construction of smaller or larger buildings. 

Developments in the area are continuous, the design of the 

completed buildings, the formation of the layers and their 

thickness are improving year by year. In practice, the 

technology has reached the point where wall structures can 

be printed from concrete, adobe and local building materials 

within a few days, and their utility value is completely 

acceptable with reasonable compromises. However, the 

disadvantage of the technology is that in its current form the 

size of the structure to be constructed is limited in size, 

primarily in height (see figure 2.). 

 

 

2. Figure 3D printed house by COBOD 

Key participant in this sector is COBOD 

(https://cobod.com/). 

C. Masonry robots 

Over the past 8-10 years, more and more experimental 

workshops, typically in cooperation with technical 

universities, have reached a level where they can test their 

designs in practice – mostly to gain experience. 

1) SAM 100 

The first truly spectacular and full-fledged (that is, not 

only stacking bricks, but also applying binders) copies, 

moving along an installed track, are designed specifically for 

the implementation of repetitive tasks in the masonry process. 

Their introduction illustrates how much better robots perform 

in large-scale, repetitive, precise tasks.  

Well-known representative of these robots is the SAM 

100 system (see figure 3.) designed by Construction Robotics 

(https://www.construction-robotics.com/sam-2/ ).  

This system is much faster in bricklaying than any 

professional – estimated laying 5x more bricks in a shift-, but 

with the limitation that this system can build only a single 

straight wall and require a constant 3-4 workers to be present 

during its service. [7] 

 

3. Figure Construction Robotics‘ SAM 100 in service 

2) Hadrian X 

About 10 years ago, an Australian-based development 

team, Fastbrick Robotics [8], came up with a completely new 

concept: they built a robotic arm long enough to reach every 

point in a house (see figure 4.)! In the case of the robot arm, 

extremely long distances required new technology in 

damping, because without it, the robot arm wobbled terribly 

under load. In 2016, the Hadrian 105 robot was used to build 

the first wall structure without human intervention, and based 

on this experience, Hadrian X was born, the only 

commercially available robot that can be used for 

independent construction today.  

 

 

4. Figure Hadrian X in service 
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The concept of the system is very interesting: we are 

talking about a robot mounted on a conventional truck that 

can go practically anywhere. The robot itself is actually a 

huge, multi-joint, telescopic robotic arm built in the truck, 

which provides highly accurate positioning over long 

distances thanks to various balance mechanics. Thanks to the 

very long arm, it can easily overcome distances and heights 

on traditional construction sites, thus providing serious 

assistance in the construction of masonry structures.  

The design of the building, of course, requires "brick", so 

Hadrian X is able to carry out the construction process with 

minimal losses with the help of the built-in cutting 

mechanism.  

The disadvantage of the original robot arm is that due to 

the stabilization and load on the robot arm, it works with 

special lightweight construction elements designed for this 

purpose. To remedy this problem, they have entered into a 

cooperation with Wienerberger AG, a manufacturer of 

building materials, which helps to further develop the 

concept. The system has a great future ahead of it, and I think 

it is one of the most promising developments among the 

experimental technologies available for residential 

construction. 

3) KM Robotics 

In addition to the Hadrian X collaboration, Wienerberger 

is also developing a mobile robot platform in cooperation 

with the Technical University of Prague and the Czech 

startup KM Robotics [9], which will provide solutions 

primarily for indoor construction tasks and will actually 

combine the features of initial track-based robot structures 

and mobile robots by providing a mobile platform capable of 

independent movement and translational movement (see 

figure 5.). 

 

5. Figure KM Robotics mobile brick laying robot application [] 

The solution is robust enough to work with actual 

standard materials, but due to its stability the height of the 

structures is limited. 

4) Human-robot collaboration – MULE 

Using an automated masonry solution require complex 

preparation from design to setting up the system. 

Construction Robotics therefore introduces MULE (Material 

Unit Lift Enhancer), a lift-assist equipment built to handle 

and move heavy material on construction sites (see figure 6.). 

MULE is improving safety beside helping to keep worker 

healthy. [10][11] 

 

6. Figure Human-robot collaboration (MULE) [10] 

D. Robot support 

Wide range of robots can be used for supporting the CI.  

In the following we will highlight some interesting 

projects where robots are supporting different activities on 

the field. 

Common in these solutions is that all these robot solutions 

contain a mobile robotic platform which is communicating 

with a static station so the actual position is identified. Of 

course the positioning is supported also with SLAM to 

identify the close-range environment also. 

1) Construction monitoring by robot 

When using BIM it is important to get appropriate 

information about the current status. Using mobile robots (see 

figure 7.) environment scanning solutions can help building 

3D models of the construction site, control conditions, 

document different statuses and identify possible failures or 

dangers. [12] [13] 

 

7. Figure Mobile robot scanning a construction site [12] 

The solution let user to build up a 4D twin of the 

construction site. 

 

2) Special-task robots 

Mobile robot platform can be used to support various task 

- from drilling to painting there are many useful solutions 

available on the market, helping to manage wide areas, high 

distances, repetitive work. 

The basic concept is the same (see figure 8. for a typical 

representation): 

- having a mobile robot platform to move the robot in 

the construction site as fast and accurate as possible 

- and some kind of robotic arm with the actuator to 

offer the service 
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These application are normally running in semi-

automated mode as the operator can insert new tasks or 

redefine existing ones. 

 

8. Figure HILTI Jaibot drilling mobile robot in operation [14] 

Most of these applications have a common preparation 

step when using some external tools, like laser scanner with 

SLAM the system need to be initiated. 

3) Layout printing mobile robot 

Mobile robots with printing capability can print the 

designed layout on the surface (see figure 9.) so on-site 

workers are able to work precise without using plans and 

measurement tools, but still kept on the common platform. 

Of course the mobile robot platform need a high-precision 

position information within the site as it is determining the 

accuracy of the printed plans. 

 

 

9. Figure Mobile robot printing the layout design 

V. ROBOT COOPERATION 

As we have seen all the above solutions are still about 

using a single robot on the field. We have many different 

tasks supported by robots preferably in semi-automated way, 

but robot cooperation in particular AI is still waiting for 

introduction in CI. 

VI. CONCLUSION 

Construction Industry is improving fast in digitalization. 

Many new developments are introduced for support for wide 

range of activities, but these solutions are mainly for 

independent use - integrated environment for different robots 

is still challenging. Industrial real-time integration standard 

for controlling robot cooperation is still limited beside the 

lack of precise onsite, real-time positioning. 

Trend is clear and the long-term future is the low-level 

designed robot cooperation, but the short-term future is much 

more about human-robot collaboration and using human-

controlled robots in on-site construction. 
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Abstract— The rapid advancement of AI-based image 
generation techniques has led to the increasing need for methods 
to distinguish between real and AI-generated images. In 
response, this study applies two popular deep learning 
algorithms namely Residual Networks (ResNets) and 
Variational Autoencoders (VAEs) to recognize AI-generated 
synthetic images. The algorithms adopted in the study approach 
the problem differently: ResNets aim to distinguish between real 
and fake images by analyzing high-level features and structural 
patterns within the images, while VAEs approach the problem 
as an anomaly detection task. The performance of the 
abovementioned algorithms is assessed using the CIFAKE 
image dataset containing 120000 images (60,000 synthetically 
generated images and 60,000 real images). The experimental 
results indicated that ResNets outperform VAEs in accurately 
classifying real and AI-generated images. VAEs, approaching 
image classification from an anomaly detection point of view, 
yielded insufficient performance in the case of the CIFAKE 
dataset. The findings underscore that the model selection, 
training objective, dataset attributes, and the specific task are 
all significant factors influencing a model's performance.  

Keywords— deep learning, image authentication, real image, 
ai-generated image, fake image, synthetic image, ResNet, Residual 
Network, VEAs, variational autoencoder, anomaly detection, 
feature extraction, image classification. 

I. INTRODUCTION 

The rapid evolution of artificial intelligence (AI) has led 
to an era where AI-generated images have become 
increasingly difficult to distinguish from authentic 
photographs. As the boundaries between real and AI 
generated synthetic content blur, it is crucial to develop 
effective methods for discerning between images created by 
AI algorithms (such as Generative Adversarial Networks [1] 
or Diffusion Models [2]) and those originating from the real 
world. Common applications of synthetic images include 
generating synthetic handwriting [3][4] and photorealistic 
faces [5]. With an effort to overcome the abovementioned 
challenge, this research seeks to employ two powerful deep 
learning architectures: Residual Networks (ResNet) and 
Variational Autoencoders (VAEs) [6][7]. Our objective is to 
develop and evaluate separate classification models based on 
ResNet and VAEs for discriminating between authentic real-
world images and AI generated ones. CIFAKE image 
database consisting of 60000 real and 60000 fake images is 
used in training and evaluation of the models giving [8].  

Detecting whether an image is a real image or an AI-
generated one is a challenging task. To address this challenge, 
various approaches can be employed, including discriminator 

networks, anomaly detection, and feature extraction. 
Discriminator Networks are used as a part of generative 
models together with a generative network. The discriminator 
is responsible for distinguishing the real data from the data 
created by the generator. Therefore, discriminator networks 
such as in GANs can be used to detect fake images. Another 
approach to this challenge is to treat the synthetic images as 
anomalies based on how different they are from real images 
and use anomaly detection algorithms such as autoencoders 
and Variational Autoencoders (VAEs). Another common 
approach is to use a pre-trained deep convolutional neural 
network (CNN) [9] such as VGG, ResNet, or Inception to 
extract features from the images and then classify them 
according to the distinct features. Besides the 
abovementioned methods, combination of predictions from 
multiple models might improve performance. In this study, 
two separate algorithms were employed namely ResNet using 
feature extraction and VAEs using anomaly detection 
approach to classify real and fake images from the CIFAKE 
database. It is also worth mentioning that certain 
modifications on both architectures were also deployed to 
find the most suitable model for the target input.  

ResNet, renowned for its prowess in image classification 
tasks, has been chosen as one of the primary models. Its 
capability to capture intricate visual features and patterns has 
made it a standard choice for various computer vision tasks. 
This study explores the potential of ResNet in addressing the 
critical challenge of distinguishing AI-generated images from 
real-world photographs, capitalizing on its discriminative 
abilities. 

Conversely, VAEs, primarily designed for generative 
tasks, offer unique potential for detecting anomalies in image 
data. By encoding and decoding images, VAEs can 
reconstruct input data, making them valuable for anomaly 
detection. In our research, we harness the anomaly-detection 
capabilities of VAEs to create a distinct classification model. 
The objective is to assess whether VAEs can excel at 
identifying AI-generated images by detecting deviations 
from learned real-world data distributions. It should be noted 
that VAEs usually demand more computational power during 
training compared to models like ResNet for image 
classification due to their generative nature. The following 
section provides an overview of relevant research in the field. 

II. RELATED WORK 

The classification of real and AI-generated images, along 
with the detection of fake images, has become a crucial 

23 / 177

AIS 2023 – 18th International Symposium on Applied Informatics and Related Areas                   



research area in recent years. The rapid growth of generative 
models resulted in the creation of realistic content such as 
images and text. In response to the advancements in fake 
content generation, techniques to detect such content have 
also emerged. In terms of AI generated image detection, most 
of the research focuses on the detection of deepfakes which 
are synthetic images of human faces. However, this research 
does not only focus on detection of fake human faces but also 
any other image containing skyline, animals, vehicles etc. 
thus it appears to be a more challenging task than detection 
of deepfake images. The challenge derives from the fact that 
animals and vehicles have a wide variety of shapes, sizes, and 
appearances, making it challenging to create a comprehensive 
detection model that can identify all possible variations 
accurately. Detection of fake human faces as a task is simpler 
because facial structures have certain consistent features and 
symmetry, allowing for the development of more reliable 
algorithms that can pinpoint inconsistencies associated with 
deepfake manipulations. In this section, the focus will be the 
research conducted on detecting AI generated rather than 
deepfake images. In the next section, the database and the 
adopted CNN architectures are explained in detail. 

In 2021, Goebel et. al proposed a method to detect, 
attribute and localize GAN generated/manipulated images 
[10]. The proposed model was then evaluated using 2.76 
million images (1.69 real images and 1.07 million fake 
images from 5 different GAN databases). The performance 
of the proposed method was compared with eight other CNN 
architectures such as ResNet, VGG16 [11] and 
InceptionV3[12] and it yielded promising results in detecting 
GAN generated images. In 2023, Dogoulis et. al. published a 
study to address the challenge of generalization for fake 
image detection in the cross-concept scenario caused by 
training the model on samples of random AI-generated 
images [13]. Their proposal includes a probabilistic method 
to evaluate the quality of generated images and training 
image detectors with those higher-quality images instead of 
randomly picked ones. The results indicate that using more 
realistic images to train the detector can significantly improve 
the generalization ability. 

Xi et. al. proposed an ai-generated image detection 
method consisting of a dual-stream network comprised of a 
residual stream and a content stream [14] in 2023. To be able 
to test the capabilities of the proposed model, the authors 
created two databases consisting of AI-generated images 
using text to image AI generators. The performance of the 
proposed classifier was compared with seven other popular 
classifiers such as ResNet and CGNet [15]. The performance 
of the proposed fake image detector outperformed all seven 
classifiers on both the generated database and excelled when 
applied to mainstream computer graphics detection datasets. 
Zhu et al. put forward the GenImage database consisting of 
over 1 million pairs of AI-generated fake images and 
collected real image generated by the state-of-the-art 
diffusion models and GANs in 2023 [16]. The database does 
not focus on a specific class of AI generated images, it 
includes general images from 1000 image classes. In their 
study, in order to evaluate the GenImage dataset, different 
CNN architectures and image transformers were used.  

In the subsequent sections, we demonstrate the 
methodologies, hardware and software employed, the 
datasets utilized, and the experimental results obtained 
through the application of ResNet and VAEs in image 

classification. Furthermore, we will conduct a comparative 
analysis to clarify the variations in performance between the 
two models. 

III. EXPERIMENTS 

In this section, we present the experimental setup, 
procedures conducted to assess the efficacy of deep learning 
models namely Variational Autoencoders (VAEs) and 
Residual Networks (ResNet) for image authentication. Our 
objective was to investigate and compare the models' 
performance in distinguishing real images from AI-generated 
images using the CIFAKE dataset. 

The following sections put forward the details on the 
hardware and software used for the experiments, the dataset 
used, the modifications on partitioning of the dataset and 
image loading phase and finally the changes made on the 
deep learning models consequently. 

A. Experimental Hardware and Software 

The neural networks used for detecting AI-generated 
images were constructed using Python and key deep learning 
libraries such as TensorFlow and PyTorch [18][19]. All 
TensorFlow and PyTorch random seeds were initialized to 
ensure result reproducibility. The Variational Autoencoder 
(VAEs) and ResNet models were implemented using the 
resources provided by Google Colab within the Jupyter 
Notebook environment [20]. However, we encountered 
difficulties due to the substantial size of the input dataset, 
which consisted of 120,000 images. The challenge arose from 
the necessity to load and preprocess (resize) this extensive 
dataset before training. Consequently, we had to revise our 
initial approach to loading and processing images, 
incorporating optimizations to handle the large dataset 
efficiently. 
The VAEs model was trained leveraging the GPU allocated 
by Google Colab, as was the ResNet model. All image data 
was processed at a resolution of 64x64 pixels. Google Colab 
provided the necessary environment and GPU resources for 
efficient computation and analysis of the models. 

B. The Dataset 

In this study, the CIFAKE image dataset is used to train 
and test the methods used for classification. CIFAKE dataset 
is a balanced dataset and includes 120000 images from two 
different classes namely real images (60000 instances) and 
AI-generated synthetic images (60000 instances) [8]. The 
real images are from the CIFAR-10[17] dataset and the 
synthetic images are generated using Latent Diffusion Model 
[2]. The generated images belong to the class of general 
images, they are not on a specific content such as human face 
or art. Samples belonging to real images category are shown 
in the Fig. 1 and samples from the synthetic image category 
are represented in Fig. 2 below. The partitioning of the dataset 
into training and test set is provided in the next section. 

 
Fig. 1 Examples of AI-generated images from the dataset [8] 
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Fig. 2 Examples of real images from the dataset [8] 

C. Modifications on the Image Loading and Partitioning 
Phase: 

In this section the partitioning of the dataset and the 
changes on the image loading and resizing are provided. As 
previously highlighted, we encountered significant 
challenges stemming from the extensive size of our input 
dataset and the constraints posed by limited computational 
resources for image processing. Consequently, we devised 
specific modifications to mitigate this issue. This section 
provides an in-depth discussion of the challenges we faced, 
along with the solutions we implemented. 

In the earlier attempts, all 120000 images from CIFAKE 
dataset were loaded and resized one by one without using 
explicit batch processing. The images were loaded and 
processed individually inside the for loops that iterated over 
the image files in the directories. However, it was exhausting 
for the system therefore to reduce the load on the GPU and 
optimize the code for handling many images, a few 
optimizations were implemented namely batch loading and 
parallel processing. Batch loading helps us to load the images 
in batches instead of loading all images at once. This process 
helps in managing memory more efficiently. At the same 
time, using parallel processing helps us load images 
concurrently thus speeding up the image loading process.  

Since the experiments were carried out in the Google 
Collaboratory using python programming language, the 
“ThreadPoolExecutor” class is utilized to create a pool of 
threads that execute the function that loads the images 
concurrently, loading images in parallel for each batch 
instead of the for loop in the original code. This parallelism 
helps speed up the image loading process by utilizing 
multiple threads. Each thread processes a batch of images 
independently, improving overall efficiency. Another change 
to weigh down the code was made by using a more efficient 
image loading library. The “opencv” library for loading 
images was applied instead of the initial “PIL” library to try 
and improve the performance. 

After several experiments, we further optimized the code 
by reducing the batch size. At first, a batch size of 32 was 
implemented, however, experiments showed that batch site 
16 worked the best for our needs. 

Additionally, the partitioning ratio was also determined at 
this step. Since ResNet model took less time to train, in order 
to determine the best portioning was decided using ResNet 
with 50 epochs and the batch size of 64. The table below 
shows that the partitioning of 75% training set and 25% test 
set provided the highest classification accuracy. Therefore, 
the abovementioned partition is used to train and test the 
models in the next section. The next section puts forward the 
changes made to the models in details. 

TABLE 1 PERFORMANCE OF DIFFERENT PARTITIONING OF DATASET 

Size of Training Set (%) Size of Test Set (%) Accuracy 

70% 30% 0.85 
75% 25% 0.89 
80% 20% 0.94 

D. Modifications on Algorithms: 

In this study two deep learning algorithms were adopted 
for the image authentication purpose namely VAEs and 
ResNet. The model architectures of the algorithms can be 
seen in Fig. 3 and Fig. 4 below [6][7]. 

Fine-tuning a VAEs involves making modifications to the 
architecture, loss function, or training process to better suit a 
specific task or dataset.  In our study, due to the limited 
computational power, the fine tuning applied on VAEs was 
changing the batch size and number of epochs. We varied the 
batch size between 16 and 128 to assess the trade-off between 
computational efficiency and gradient accuracy. 
Additionally, experiments with different numbers of epochs 
were carried out. The number of epochs ranged from 40 to 
80, to understand the model's convergence behavior and 
generalization. 
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Fig. 3 Variational Auto Encoder Architecture 

Input (64x64x3) 
  | 
Conv2D (64 filters, 7x7, stride 2) 
  | 
BatchNormalization 
  | 
ReLU 
  | 
MaxPooling2D (3x3 pool, stride 2) 
  | 
Residual Block 1 
  | \ 
  |  Conv2D (64 filters, 3x3, stride 1) 
  |   | 
  |  BatchNormalization 
  |   | 
  |  ReLU 
  |   | 
  |  Conv2D (64 filters, 3x3, stride 1) 
  |   | 
  |  BatchNormalization 
  |   | 
  |  Add (with shortcut connection) 
  |   | 
  |  ReLU 
  | 
Residual Block 2 
  | (similar structure as Residual Block 1) 
  | 
Residual Block 3 
  | (similar structure as Residual Block 1) 
  | 
Global Average Pooling 
  | 
Flatten 
  | 
Dense (1 unit, Sigmoid activation) 
  | 
Output 

 

Fig. 4 Residual Network Architecture 
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 precision    recall  f1-score 

  
           0       0.96      0.91      0.93  
           1       0.92      0.96      0.94 
 
    accuracy                           0.94 
   macro avg       0.94      0.94      0.94 
weighted avg       0.94      0.94      0.94 

 

 

Common fine tuning performed on ResNet includes using 
a pre-trained ResNet Model, modification of the last 
classification layer and fine tuning hyperparameters such as 
learning rates and batch sizes. Similar to the changes on VAE, 
we tuned the batch size, exploring values from 16 to 128, to 
balance computation efficiency and gradient accuracy. In 
addition to those, the number of training epochs varied from 
40 to 80, seeking an optimal convergence point and avoiding 
overfitting. 

IV. RESULTS 

In this section, we present the results of our comparative 
study on image authentication using VAEs and ResNet. We 
conducted experiments to evaluate the performance of these 
models on classifying real and AI-generated images using a 
dataset specifically curated for this research, namely the 
CIFAKE dataset. The performance metrics were calculated 
using “sklearn.metrics” module and they include precision, 
recall, f1 score, accuracy as well as weighted average and 
macro average of those metrics. 

We first fine-tuned both the VAEs and ResNet models 
using different batch sizes and number of epochs. As 
anticipated, VAEs needed a lot more computational power 
during training compared to ResNet for image classification 
due to their generative nature. In contrast, models like ResNet 
do not have the added complexity of generative tasks thus 
resulting in less computational requirements during training. 
Training VAEs model on CIFAKE took at least 0.5 times 
more time than training ResNet model at almost every 
experiment using the same hardware. The table below shows 
the accuracy of both models using different hyperparameters. 

In terms of the number of epochs tested were 40, 50, 60,70 
and 80. However by watching the learning curve and 
performance metrics closely, it could be seen that 50 epochs 
were ideal for our domain. The classification accuracy did not 
change in a noteworthy way after 50 epochs. Additionally, 
after 40 epochs the validation loss reached a plateau state and 
the decrease in the training loss was insignificant. Therefore, 
for the future experiments and epoch number 50 was set. As 
can be seen in the table below, the batch size of 64 resulted 
in the highest accuracy in both models. 

 

 

 

 

 

 

TABLE 2 EXPERIMENTAL RESULTS 

Batch Size Accuracy ResNet Accuracy VAEs 

16 0.92 0.69 

32 0.91 0.69 

64 0.94 0.71 

128 0.93 0.68 

An attempt to further improve the classification 
performance of the VAEs was made by carrying out an 
additional experiment. The experiment included changing the 
loss function from 'binary_crossentropy' to 
'mean_squared_error' and changing the learning rate 
parameter (0.001). Additionally, an early stopping was also 
adopted to prevent overfitting. However, the classification 
accuracy remained at 68.5% after the changes. 

The results of our experiments demonstrated that ResNet 
achieved superior classification performance compared to 
VAEs in distinguishing real images from AI-generated 
images. ResNet achieved a maximum accuracy of 94% while 
VAEs achieved an accuracy of maximum 71%. The detailed 
performance metrics of the experiment yielding in the best 
performance can be in the Fig. 5 below. The difference in 
accuracy and efficiency suggests that ResNet, with its 
powerful feature extraction capabilities, is more effective for 
image authentication tasks on the CIFAKE dataset. 
Generative models such as VAEs and GANS take longer to 
train yet the VAEs in this domain yielded a lot lower 
performance. It is also important to note that the 
hyperparameter modifications have an impact on   
performance of both models. Fine-tuning these parameters 
improved the classification accuracy for both VAEs and 
ResNet, reinforcing the importance of hyperparameter tuning 
for optimizing model performance. 

As mentioned earlier, VAEs are originally generative 
models however they can be used to classify real and 
synthetic images by trying to detect the anomalies within fake 
images. However, in the case of the CIFAKE dataset, the 
VAE model adopted had a significantly lower performance 
compared to the other model. The cause of it may be their 
generative and unsupervised learning nature, not having the 
same level of discriminative capacity as ResNet. Another 
reason for the poor performance may be its shallow 
architecture compared to the deep model of ResNet.  

In summary, it is worth pointing out that the choice of 
model, training objective, dataset characteristics, and the task 
at hand all play crucial roles in determining the performance 
of a model. Overall, our findings highlight the efficacy of 
deep learning models, particularly ResNet, for image 
authentication tasks, emphasizing the necessity of tailoring 
hyperparameters to achieve optimal results. 

V. CONCLUSION 

This study put forward a comparative study on how to 
classify real and AI-generated images using deep learning. 
We employed two powerful deep learning architectures, 
Variational Autoencoders (VAEs) and Residual Networks 
(ResNet) and performed a comparative analysis using the 
CIFAKE dataset. VAEs are generative models, and they 
simulate real images and identify anomalies in AI-generated 
ones. ResNet are discriminative models, and they excel in 
feature extraction and are vital for distinguishing real from 
fake images. Both models used in the experiments were then 
optimized by changing batch sizes and training with different 
number of epochs.   

Our experiments were facilitated within the Google Colab 
environment, providing us with the necessary computational 
resources, including GPU support. This allowed us to 
efficiently train and evaluate our models on a significant 
dataset. However, as mentioned earlier, the default GPUs 
provided by Google Colab were insufficient in several cases 

Fig. 5 Performance Parameters of the best performing ResNet 
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during our experiments. We encountered challenges due to 
the sheer size of the dataset, necessitating adaptations in our 
approach to image loading and processing. These 
modifications were crucial in optimizing the training process 
and overcoming resource limitations. 

The results of our study revealed intriguing insights into 
the capabilities of VAEs and ResNet in the domain of image 
authentication. ResNet model exhibited commendable 
performance, showcasing the potential of deep learning in 
distinguishing real images from their AI-generated 
counterparts. However, the classification performance of 
VAEs was far from ideal and due to their generative nature, 
VAEs demanded more computational resources to operate 
optimally. These findings emphasize that it is crucial to pick 
the optimal approach for specific image classification tasks. 

In conclusion, this study contributes to the evolving field 
of image authentication by providing insights into the 
efficacy of deep learning models approaching the same 
problem differently (generative model and discriminative 
model). The insights gained from this study also underscore 
the need for careful consideration in selecting an appropriate 
architecture based on specific application requirements. 
Nevertheless, there exist promising avenues for future 
exploration and enhancement of this study. One way could be 
to extend the scope of fine-tuning the algorithms to improve 
the performance. However, it should be noted that, such task 
would require substantial computational resources beyond 
what Google Colab could provide in our case.  
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Abstract— LEGO robotics seems to be a good tool for 

educational purposes as it helps problem solving skills, enhance 

teamwork and increase creativity of students at different ages. 

Many years of experiences shows that from the primary school 

up to the University MSc level the same approach, but different 

difficulty level and complexity gives a good result in the learning 

process. The implementation of LEGO robotics sets in education 

helps not only knowledge sharing but the interest and 

motivation toward STEM and engineering. 

Keywords— LEGO, robotics, education, STEM 

I. LEGO ROBOTICS SINCE THE BEGINNINGS 

LEGO factory produces construction toys since 1932 
started with wooden toys and since 1947 plastic bricks were 
produced, too. Generally speaking, LEGO sets are for playing 
but there are special sets which are for educational purposes. 

LEGO Mindstorms sets were released in 1998 and serve 
as a robotic educational tool for building and programming 
purposes. The robotic sets are based on the programmable 
brick developed at MIT’s laboratories which is the core of the 
LEGO robots with inputs, outputs and power capacity. The 
robotic sets were changed from time to time, but the core brick 
remained the same with minor changes. [1] 

For nearly twenty years, LEGO has been producing 
building sets that include not only hardware but also software, 
in which the built model can be programmed and controlled. 
The first such set appeared in the late nineties and was called 
LEGO Mindstorms RCX (Robotic Command eXplorers). The 
brain of the set was the brick, which connected to the 
computers via an IR port. The brick contained 3 output and 3 
input ports to which sensors and motors were connected. [2]  

The LEGO Mindstorms NXT was released in 2006 and 
became a success not only as a programmable toy but in 
education as well. The set was available in two different 
versions, the retail version and the educational set which came 
out with optional LabVIEW software. The core of the robotic 
set remained the same, the ‘brick’ takes four separate inputs 
and control three different motors. The connection between 
the brick and the peripherals was via RJ12 cables (similar to 
RJ11 phone cable). The brick has a monochrome LCD display 
unit and works with a 32-bit ARM7TDMI core Atmel 
AT91SAM7S256 microcontroller with 256 KB of flash 
memory and 64 KB of RAM. Power source is supplied with 
six AA 1.5V batteries in the retail version and Li-ion batteries 
in the educational version. 

The second version of the previous set called LEGO 
Mindstorms NXT 2.0 was released in 2009 and contained a 
new color sensor and its capabilities were improved. 
Developer kits are available for the set, hardware, software 
and Bluetooth developer kits contains detailed schematics for 
developers and the firmware of NXT is also open source. 

 

 
Fig. 1. Hardware block diagram of LEGO Mindstorms NXT [1] 

There are three different ways for NXT programming. 
Simple programming possibilities are available through the 
monochrome 100x64 pixels LCD display. The software 
programming through a computer based on National 
Instruments LabVIEW and users can program by clicking on 
blocks and create connection between them or writing code 
lines. MATLAB is high-level programming language for 
computing and data analyses which can be used for LEGO 
Mindstorms NXT programming and controlling via serial 
Bluetooth connection or via USB. Free open-source NXT 
toolboxes are available. Simulink is a block diagram 
modelling and simulation environment which allows to create 
a controlling simulation environment for LEGO Mindstorms 
NXT. 

 

 
Fig. 2. Line follower EV3 robot controlled in Simulink [3] 
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The LEGO Mindstorms EV3 set were released in 2013 in 
original and in educational version. The core of the set was 
modified, and the ‘brick’ contains an ARM9 CPU with 16 MB 
of flash memory and 64 MB of RAM using Linux. The central 
unit contains an USB socket and an SD card slot. The sensors 
changed and instead of ultrasonic sensor an infrared sensor is 
available in the set beside the touch sensor and the color and 
light sensor. An infrared remote control also serves with a 
special beamer function which allows the robot’s infrared 
sensor to locate and approach the counterpart precisely. Gyro 
sensor is not in the set but can be bought separately.  

Two different types of motors are in the set, large motors 
make great movements and medium motors help precise low 
speed motions. The main difference between the motors is not 
only the size but the motor axes are in different directions. 
There are many robots design beside the officially released 
robots and there are some notable one such as Rubic cube’s 
solving robots (i.e. CubeStormer, MindCuber). 

LEGO Mindstorms NXT motors and sensors are 
compatible with the new LEGO Mindstorms EV3 series, the 
NXT brick can be programmed with EV3 software but EV3 
can not be programmed with standard NXT software but there 
are 3rd party support for doing that. Programming the LEGO 
Mindstorms EV3 robot is like the previous NXT robot, on 
screen programming, block type programming and 
MicroPython programming are available. MATLAB also can 
be used for LEGO Mindstorms EV3 programming and 
controlling via USB, Bluetooth or Wi-Fi. Free open-source 
EV3 toolboxes are available, and Simulink also allows to 
create a controlling simulation environment for LEGO 
Mindstorms EV3. 

 

 
Fig. 3. LEGO Mindstorms EV3 add-ons in Matlab [2] 

Mindstorms EV3 can be programmed with its own free 
software, the modules required for the sensors can also be 
downloaded from the LEGO website. The application is 
available for tablets/smartphones (https://www.lego.com/hu-
hu/mindstorms/apps/ev3-programmer-app), and the software 
for computers (https://www.lego.com/hu-hu 
/mindstorms/downloads/download-software). Programming 
is icon-based and does not require any prior training. The 
icons must be aligned one after the other in the correct order, 
and then the operating parameters must be entered within each 
icon. The program is built by connecting the icons. In the EV3 
help menu, there is a detailed description of setting the icon 
parameters. You can open a new project or access previous 
projects on the opening screen of the software. The usual 
elements are also available here, as well as five 'factory' 

projects, complete with description, construction guide, 
programming aid and demonstration. [2] 

The Lego Mindstorms Inventor robotic set was launched 
in 2020 and have a different new approach to LEGO robotics. 
The set contains 949 pieces, twice as much as the former sets 
and the central piece of the set is the ‘Intelligent Hub’ which 
was shown first in Spike Prime LEGO set. The hub uses an 
STM32F413 microcontroller based on ARM Cortex-M4F 
core and has a built in six-axes gyroscope and an 
accelerometer. The hub can be accessed via Bluetooth or USB 
and has a 5x5 LED ‘display’ matrix for displaying graphics 
and animations. The built-in lithium-ion battery can be 
charged through USB connection. 

Color sensor can be attached to the hub for measuring 
ambient light intensity and reflectance and to distinguish eight 
different colors. The distance sensor works as the eye of the 
robot by measuring and comparing distances. The four 
angular motors act not only as moving components of the 
robot but the built in rotation sensor makes the motors able to 
be sensors for positioning at the same time. Motors and 
sensors can be connected to all ports which also a new feature 
compared to the former releases. 

The Lego Mindstorms Inventor robotic set has a dedicated 
software and mobile application where scratch-like drag and 
drop visual coding for beginners and python coding for 
advanced users are available. Many tutorials are reachable in 
the software which helps to learn programming. 

 

 
Fig. 4. LEGO Mindstorms Inventor software interface 

The hub can remember multiple programs and run them 
autonomously or for direct controlling of the robot program 
streaming via Bluetooth can be the proper method where Play 
Station DualShock 4 controller, Microsoft Xbox controller or 
on-screen controllers can be applied. Test mode is not 
available in the software. 

II. LEVELS AND APPROACHES 

The LEGO Mindstorms EV3 mobile robot set contains all 
the elements that can be used to demonstrate the structure, 
main parts, and programming possibilities of robots at all 
levels of education. When compiling the material, the progress 
last from simple tasks ('move the robot') to more complex 
tasks requiring sensors and even multiple motors. [2] 
Experience shows that early technical and science education 
can result in greater engagement for robotics among students 
in the long term. [4] [5] 

Different levels of education in elementary school needs 
more off-class approach in STEM teaching. Results show that 
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LEGO education programs enhance the motivation for 
mathematics and STEM related subjects between students and 
improve their knowledge level. [6] 

For the primary and secondary school students who meet 
the robotics for the first time, the ‘doing by playing’ approach 
seems to be the most effective way to involve them in robotics 
and in science. The Alba Regia Technical Faculty has a long-
time experience in robotics teaching for 8-18 years old student 
who participated in ‘Titkok Háza’ Scientific Experience 
Centre’s out of school extracurricular activities. The activities 
were carried out in 90 minutes education period. 

LEGO Mindstorms EV3 sets are used for inquiry-based 
education for student with disabilities and the results show that 
students with mild or moderate disabilities enjoyed working 
with LEGO sets and seemed to be more effective in social skill 
and collaborative working areas. [7] 

A LEGO Mindstorms EV3 (31313) programmable 
robotics set was available to perform the tasks. The purpose of 
the construction was to build a stable, simple basic robot that 
can be easily assembled at any time during education, even 
with minimal 'Lego' practice. Among the construction 
instructions on the official LEGO website, the basic structure 
of the TRACK3R robot seemed to be the right choice for this, 
since the massive basic frame can be built in 10 steps, by 
placing the bricks on it and only minimal additions are needed 
to ensure mobility.[2] 

 

 
Fig. 5. The standard LEGO Mindstorms EV3 robot set 

 

The first occasion was the introduction of the robotic set 
and the first movements of the robots. Building, 
programming, and experiencing seems to be the most fruitful 
way to fulfil the tasks. The LEGO Mindstorms EV3 robot was 
connected to the computer via Bluetooth and after the 
successful connection the robot properties are shown in the 
right corner of the software. Motor status, sensor 
measurements and connection type are monitored in the built-
in software and the program can also started from this dialog 
box. The motors can act like sensors thus rotation data can also 
be used form programming purposes. 

The next task is based on the previous experiences, but 
sensors also were used. For the first occasion infrared sensor 
were applied for obstacle avoidance purposes. This sensor can 
be used as a distance meter where it measures and compares 
proximity and makes the robot turning. There are two ways to 
use the sensor, in one the approach or distance is compared 

with a predetermined value, while in the other case a given 
distance is measured. 

 

 
Fig. 6. Connection and port view of the EV3 set 

The infrared sensor can also be used as the receiver part of 
the infrared transmitter (remote control) included in the kit, in 
which case the robot receives instructions or searches for the 
source of the infrared signal (beacon mode) and the degree of 
angular deviation from the signal source can also be set. The 
latter can be useful when performing more complex tasks, 
when, for example, the infrared remote control is part of a 
pallet, and the forklift uses the infrared sensor to locate the 
pallet and turn completely in front of it to lift it. [2] 

Obstacle avoidance the infrared sensor is located at the 
front of the moving robot and at a certain distance the actuator 
intervenes and turns the robot into a different direction. On the 
graphical programming interface, a switch was put to the 
program and generally 20 centimeters of distance was set as a 
threshold value for turning movement. 

 
Fig. 7. Object avoidance programme 

In the third task the same robot was used with different 
sensors for line tracking purposes. The color and ambient light 
sensor help to distinguish the white background from the dark 
line. For human beings to follow a line is an easy task as we 
look straight bur the robot’s sensor looks downward and sees 
only the next 1 centimeter. Real life robots use additional 
sensors such as induction sensor, vision-based search, or laser 
scanners. The LEGO robot starts at the black line and detects 
the color changes during moving forward and corrects 
deviation from the right path which means white color 
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detection in practice. The robot’s velocity determinates the 
preciseness of the line following as the higher the speed the 
bigger the chance for leaving the right path. The execution of 
this task can be done from small turning corrections by using 
switches during programming up to mathematical operations, 
depending on the students’ level of knowledge. 

 

 
Fig. 8. Summer School for primary school students 

There are many types of robotic activities carried out at 
Alba Regia Technical Faculty containing robotic programs. 
For the primary school students, a robotic summer school is 
held for one week where these students learn robot 
programming using LEGO Mindstorms EV3 sets and recently 
LEGO Mindstorms Inventor sets. Both LEGO is suitable for 
educational purposes and students have the occasion to 
compare these sets during the summer school. 

The Bejczy Antal robotic contest is organized every year 
in online form via YouTube platform where the secondary 
school students create, build and program LEGO robots for 
different purposes. Ecological smart dustbin, daily clock, 
smart car and other special instruments were prepared, and the 
winners get precious prizes at the end of the school year. 

For the University students a completely different 
approach seems to be effective. The prebuilt LEGO robotic 
sets can be programmed on graphical interface and by using 
codes. The aim of the LEGO set usage is not to open their 
mind toward STEM or engineering but to widen their existing 
knowledge and to show new ways, methods, and new 
possibilities for controlling the robots. 

Through the LEGO Mindstorms sets based modular 
building and modular programming method students become 
active leaders of their own education in robotics and in 
informatics. LEGO robotics helps students to develop 
different solutions for the same problem and share their 
knowledge and skill to their community.[8] 

As early as 1999, LEGO tools were used in teaching and 
according to those experiences, students included in the 
education program achieved better results in STEM education 
than their peers who did not use LEGO tools.[9] 

For the students learning economics and management the 
basic programming methods and techniques are presented via 
LEGO robotics and the connection points to their profession 
are highlighted on BSc level. Moving the robot by basic 
programming surface, programming the line following robot 
and control the LEGO sets are effective methods to give an 
overview on robotics. 

Students on MSc level have more experience with robotics 
including industrial robots, too. Their need for robotics is not 
to learn basic elements of programming and controlling robots 

but to program robots that behave human-like and observe 
their interaction in a closed area. Multiagent robotics systems 
contains informatics and robotics with some artificial 
knowledge and the practical part of the subject is to build and 
to program a robot that works as a human behavior individual. 
[10] 

 

III. SUMMARY 

LEGO Mindstorms sets from RCX up to Inventor versions 
are available for primary and secondary school students and 
for universities for educational purposes. From the primary 
school level up to the higher educational level these sets seems 
to be a good and effective tool for robotics and programming 
education. In this paper the LEGO Mindstorms sets, the 
educational levels and approaches were introduced, and 
different programming tools were shown. Matlab and 
Simulink programming environment could be also a good 
solution beside the LEGO’s ‘native’ drag-and-drop block type 
programming environment. 

At the Óbuda University Alba Regia Technical Faculty 
these versatile LEGO sets are available at different 
educational levels. LEGO sets are in education in Bejczy 
Antal junior programming competition for the primary school 
students, Bejczy Antal LEGO programming contest for the 
secondary schools and Multiagent robotic systems on 
university level. 
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Abstract—The goal of this research is development of an 

information solution for health care related tasks. The 

information solution refers to the design of an optimization 

problem that is applied to estimate the content of foods that 

meets both energy and nutrient content recommended for a 

healthy diet. The information solution recommends an 

individual set of foods that corresponds to the content of 

products for men and women of different ages.  

Keywords—information technologies, health care for 

nutrition, optimization of food ingredients  

I. INTRODUCTION  

The application of information technologies in the field of 
health care is growing rapidly.  Health informatics is a 
combination of health information, data and knowledge. An 
overview for users of health informatics can be found in 
[1,13]. Applications of health informatics include protein 
structure prediction, genome annotation, comparative 
genomics, and health and drug discovery [2]. Information 
technology has its place in human lifestyle. Lifestyle tasks 
relate to improving diet, physical activity, obesity, smoking 
and alcohol use [3]. Information technology is applied to 
define healthy diets. High consumption of fat, sugar and salt, 
together with low consumption of fruits and vegetables, is the 
average cause of chronic diseases. Application of information 
technology tools can promote healthy eating [4,14].  A healthy 
diet takes into account healthy unsaturated fats, whole grains, 
fruits and vegetables [5]. Information technology solutions 
can optimally determine the content of foods for diets based 
mainly on health criteria.  

Human nutrition is a function of food, which is a 
prerequisite for the successful treatment of diseases. A well-
defined diet plays an important role in good health [6]. 
Healthy eating also affects psychology [7]. The success of the 
diet depends on the psychological acceptance of the recipient. 
This is a prerequisite for its successful implementation. 

Information technology is entering the field of diet for its 
definition and evaluation. In [8] the artificial intelligence 
approach was applied to the definition of nutrition and 
definition of diet. An overview of the use of information 
technology solutions for dietetics is presented in [9]. 
Information technology is helping to develop new solutions 
for practicing dieting [10].  In [11] the potential of wireless 
networks, big data and artificial intelligence for application in 
the food industry is analyzed. Such an evaluation for mobile 
health applications was done in [12].  

This paper does not claim to be relevant to nutrition and 
dieting. But we are trying to derive an information solution to 
recommend a healthy be selecting an appropriate food 
component. Healthy foods are selected according to 
optimization criteria and compliance with the restrictions 
recommended by the dietary requirements. Diet consists of 
defining and solving an optimization problem. Its solution is 
carried out in Excel environment, which is a perquisite for 
using the developed information solutions due to the wide 
distribution of this software environment. 

II.  MATERIAL AND METHODS  

A healthy diet depends on the content of the set of selected 
foods. In addition, the nutrient ratios of the food affect the 
inclusion of the respective food in a potential diet. For 
practical reasons, food costs play an important role in the 
inclusion of a predetermined food in the diet. These general 
considerations justify that the definition of the food portfolio 
for a diet can be formalized as an optimization problem. The 
solutions of this problem X=(𝑋1, … , 𝑋𝑛) will give the amount 
of foods 𝑋𝑖 , 𝑖 = 1, … 𝑛, where n is the number of foods in the 
diet set.  

The goal function of the optimization problem refers to a 
practical case of minimizing the diet costs. Formally, this is 
quantified by vector multiplication 

  𝑚𝑖𝑛𝐗  𝐂𝑇𝐗    ,     (1) 

where C=(𝐶1, … , 𝐶𝑛) are the costs for each product under 
consideration. 

Each product contains nutrients in the right ratio. For this 
study, the energy content of each food was taken as the 
nutritional component: proteins, fats and carbohydrates. The 
quantities of these components must meet the nutritional 
requirements of the particular diet. These requirements should 
be formalized as constraints on the optimization problem. 
These general considerations are applied to the derivation and 
implementation of an information solution for defining and 
solving an optimization problem for defining a diet. 

III. INITIAL DATA FOR THE OPTIMIZATION PROBLEM  

The data for this optimization problem is taken from 
available sources in the virtual environment. No specific and 
special data requests were used. Food types for 15 categories 
that are often present in people’s daily food have been 
selected. For each food, 4 important characteristics are 
identified: energy content, proteins, fat and carbohydrates. 
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These features are taken from http://r-media.org . The data set 
collected is given in Table 1.  

TABLE 1: INITIAL DATA FOR THE OPTIMIZATION PROBLEM 

FOOD PRICE, 
C 

[BGN] 

CALORIES, 
L  

[CAL] 

PROTEIN 
P  

[GR] 

FAT    
F 

[GR] 

CARBO 
HYDRATE 

H  
[GR] 

BEAN 0.6 260 21.30 1.6 40 

MILK 0.35 69 3.56 4.59 4.20 

YOGURT 0.37 72.1 9.7 4.59 4.20 

BUTTER 2.78 742 0 81.6 0 

WHITE 
CHEESE 

2.05 299 16.9 24.7 1.4 

YELLOW 
CHEESE 

2.42 381 25.8 23.6 1.6 

PORK 1.22 219 18.8 157 0 

CHICKEN 0.85 178 17.7 20.8 0 

TOMATOS 0.35 18 2.86 0.39 3.63 

CUCUMBERS 0.31 12 0.59 0.16 2.16 

POTATOS 0.21 80 2 0.1 19 

CARROTS 0.23 41 0.93 0.24 9.58 

APPLE 0.34 52 0.26 0.17 13.81 

ORANGE 0.28 55 1 0 11 

BREAD 0.26 245 5.4 1.3 57 

 

In addition, the prices of these 15 food products were taken 
from http://foodprice.bg, where they are monitored at the 
Regional and National level. Values for prices, calories, 
protein, fat and carbohydrates are calculated in [gr] per 100 gr 
of each food category.  

A healthy diet requires these nutrients to be consumed in 
appropriate proportions. The ratios that are estimated are 
based on the recommendations for men, women and 
recommendations for protein, fat and carbohydrate matching. 

Recommendations for the energy content of foods are 
taken from http://spiritell.com . A person’s age has a strong 
influence on recommended energy levels. The levels applied 
in this study are summarized in Table 2. 

 

TABLE 2: ENERGY RECOMMENDATIONS FOR FOODS  

WOMEN   

AGE 31-50 +50 

CALORIES 𝑏1 =2000 𝑏2 =1800 

MEN   

AGE 31-50 +50 

CALORIES 𝑏3 =2600 𝑏4 =2400 

 

The healthy diet recommended by http://zasporta.com 
gives a different ratio between nutrients. A widely applied and 
recommended one is given in Table 3. 

TABLE 3: CONTENT OF TWO APPLIED DIETS  

 PROTEINS FAT CARBOHYDRATES 

DIET  P=30% F=30% H=40% 

 

These numerical data are applied as parameters to define 
an optimization problem that will give as a solution the 
amount of foods that are optimal for the selected diet with 
components according to Table 3.  

IV. FORMAL DEFINITIONN OF THE OPTIMIZATION 

PROBLEM   

The solution of the problem is denoted by X=(𝑋1, … , 𝑋15) 
and has 15 components corresponding to the selected set of 
foods given in Table 1. Since the input is normalized to 100 
gr of food, the value 𝑋𝑖 , 𝑖 = 1, … ,15 will determine how much 
of 100 gr is produced as a solution for food i.  

The goal function of the optimization problem is chosen 
according to (1) and has a linear form  

  
𝑚𝑖𝑛𝑋1, … , 𝑋15 ∑ 𝐶𝑖𝑋𝑖15𝑖=1        (2) 

The problem constraints should take into account the 
numerical requirements given in Table 2 and Table 3. 

Energy requirements must accumulate to a level of 
calories defined in Table 2 and denoted by 𝑏𝑗  𝑗 = 1, … ,4. The 
optimization problem must be solved for each category of men 
and women according to their age. Formally, this constraint 
has the form  

  ∑ 𝐿𝑖𝑋𝑖 =  𝑏𝑗  15𝑖  ,    (3)   

where 𝑏𝑗  takes the value from Table 2 for each 
optimization problem. 

The constraints that should formalize the requirements of 
Table 3 are defined differently, since the values in Table 3 
refer to the nutritional components, but they are not explicitly 
involved in the optimization problem. The solution of the 
optimization problem X=(𝑋1, … , 𝑋15) gives the food weights, 
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not the food component weights. The protein content of the 
problem solution will be given by the sum 

  𝑝 =  ∑ 𝑃𝑖𝑋𝑖𝟏𝟓𝒊=𝟏    .   (4) 

Accordingly, the content of fats and carbohydrates in the 
allowed diet are 

  𝑓 =  ∑ 𝐹𝑖𝑋𝑖𝟏𝟓𝒊=𝟏       (5) 

and 

  ℎ =  ∑ 𝐻𝑖𝑋𝑖𝟏𝟓𝒊=𝟏    .   (6) 

The requirements of Table 3 insist on equality in the values 
of (4) an (5), since protein and fat must have the same value 
of 30% in the total diet. Formally, this relationship is included 
in the optimization problem by equation  

 ∑ 𝑃𝑖𝑋𝑖 − 𝟏𝟓𝒊=𝟏 ∑ 𝐹𝑖𝑋𝑖𝟏𝟓𝒊=𝟏 = 0  .  (7) 

Table 3 gives a higher weight of carbohydrates with a 
value of 40% total, where proteins are 30%. This logical 
constraint gives numerically the ratio h=40/30, or 

  ∑ 1.33𝐻𝑖𝑋𝑖 − 𝟏𝟓𝒊=𝟏 ∑ 𝑃𝑖𝑋𝑖𝟏𝟓𝒊=𝟏 = 0 .   (8) 

The optimization problem can take on additional 
constraints that come from practical considerations. In this 
study, the restrictions has been added that the total weight of 
the diet solution cannot be more than 2 kg, giving 20 sets of 
100 grams. Formally, this restriction is analytic  

  ∑ 𝑋𝑖 = 20𝟏𝟓𝒊=𝟏  .   (9)  

Another practical consideration is added by giving upper 
and lower food limits 

  0 ≤ 𝐗 ≤ 4  ,   (10) 

which means that no more than 400 g should be included from 
one meal. The chosen values in (9) and (10) can be modified 
for personal application of the optimization problem. 
Formally, the optimization problem contains an goal function 
(2) and a set of constraints with relations (3), (7), (8),(9) and 
(10). For a clear presentation, the analytical form of the 
optimization problem is as follows  

 
𝑚𝑖𝑛𝑋1, … , 𝑋15 ∑ 𝐶𝑖𝑋𝑖15𝑖=1     (11) 

∑ 𝐿𝑖𝑋𝑖  ≤  𝑏𝑗 15
𝑖  

 ∑ 𝑃𝑖𝑋𝑖 − 𝟏𝟓𝒊=𝟏 ∑ 𝐹𝑖𝑋𝑖𝟏𝟓𝒊=𝟏 = 0    

  ∑ 1.33𝐻𝑖𝑋𝑖 − 𝟏𝟓𝒊=𝟏 ∑ 𝑃𝑖𝑋𝑖𝟏𝟓𝒊=𝟏 = 0  

  ∑ 𝑋𝑖 = 20,     0 ≤ 𝑋𝑖 ≤ 4, 𝑖 = 1, … ,15𝟏𝟓𝒊=𝟏    

 

The solution of problem (11) is illustrated in the EXCEL 
environment. 

V. SOLUTION OF THE OPTIMIZATION PROBLEM IN THE 

EXCEL ENVIRONMENT    

The initial data for the optimization problem are placed in 
positions as follows:  

- the cost vector C takes cells B3 to P3 ;  
- the calorie vector L is on cells B4 to P4; 
- the protein concentration vector P is on cells B5 to P5; 
- the fat concentration vector F is on cells B6 to P6; 
- the carbohydrate concentration vector is on cells B7 

to P7, Fig. 1.   
 

 
 

Fig. 1. Basic programmingsheet of  the optimization problem 

The vector X for the solutions to the optimization problem 
is listed in cells B9 through P9. 

The goal function (2) is calculated in cell B11 by the 
function =SUMPRODUCT(B3:P3;B9:P9). The latter 
evaluates the vector product of vectors C and X. 

Cell B12 contains the vector product of calories L and X 
for the right side of constraint (3) using the function 
=SUMPRODUCT(B4:P4;B9:P9). Cell D12 gives the caloric 
values for men or women as defined in Table 2.  

Cell B13 contains the vector multiplication for the protein 
contained in the diet (4) by the function 
=SUMPRODUCT(B5:P5;B9;P9). The corresponding fat 
concentration (5) is evaluated in cell D13 using the function 
=SUMPRODUCT(B6:P6;B9:P9). These two values are used 
for the definition of constraint (7). 

Cell B14 evaluates the vector product 1.33𝐇𝑇𝐗 using the 
function =1.33SUMPRODUCT(B5:P5;B9;P9). This estimate 
is needed for the left component of constraint (8). The right-
hand component of (8) gives the vector product 𝐏𝑇𝐗 with the 
function =SUMPRODUCT(B7:P7:B9:P9). 

Cell B15 contains the sum of constraint (9) from the 
=SUM(B9:P9) function. 

The optimization problem is solved using the SOLVER 
function. This function needs additional programming to 
interface with the main screen in Fig.1. This is illustrated in 
Fig.2.  
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 Fig. 2. Programming in  SOLVER  
 

The goal function of the optimization problem is evaluated 
in cell B15 and recorded as the Set of Objectives field. The 
SOLVER must find the minimum of the goal function. The 
solution set X is given in the box By Changing Variable Cells 
with B9:P9. 

The constraint field contains the relations (3) and (7) 
through (10).  

The ratio (3) for the caloric content is realized by the 
equality B12=D12. 

Equation (7) insists on equalities between protein and fat 
concentrations and is realized by the equality B13=D13. 

The ratio (8) is similarly realized by the equality 
B14=D14. 

Relation (9) is implemented by requiring cell B15 to be 
equal to 20, B15=20. 

The set of upper and lower bounds for the component of 
solutions 𝑋𝑖 , 𝑖 = 1, … ,15  is entered for each 𝑋𝑖 . The lower 
bound value is taken from cell A10. In this case zero is 
selected. The upper bound is taken from cell B10, which is 
currently set to 4. For illustration, the value 𝑋1, which is in cell 
B9, must respect the constraints 

B9≤ 𝐵10 and B9≥A10. 

The upper and lower limits can change according to the 
type of diet chosen. 

The optimization problem (11) is linear programming and 
the chosen Solving method is Simplex LP. 

The problem is solved repeatedly with different energy 
requirement data from Table 2 for the male and female cases. 
The obtained results are preferably presented in graphical 
form. 

 

 

VI. EXPERIMENTS AND RESULTS     

 
The case of a diet for men determines that their caloric 
content for a day changes depending on age. For men aged 
31 to 50, the calorie requirements are 2600 cal., but for age 
50+ this value decreases to 2500 cal. according to Table 2. 
The solution to the optimization problem is given in Fig.3.  

 

 
 

Fig. 3. Comparison of the diet for men 
 

 The graphical comparison shows that for younger 
ages the diet should contain more vegetables such as 
tomatoes and cucumbers. 
 The case of comparisons for women is illustrated in 
Fig.4. 

 

 
 

Fig. 4. Comparison of the diet for women 
 

The results in this case are significantly different. It can be 
concluded that age does not affect the choice of foods for the 
diet. Both graphics for ages 31-50 and 50+ are pretty much the 
same. 

The solutions of the optimization problems are compared 
for equal ages for both men and women. Figure 5 graphically 
illustrates the content of the diet for men and women for the 
aged 31-50 years. It is easy found that for younger aged men, 
the requirements are to consume more vegetables for the 
tomato and cucumber categories. The difference in women is 
that their diet increased with potatoes and carrots. 
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Fig.5 Comparison of diet for men and women aged 31-50 years 
 

The same comparison is made for both men and women 
over the age of 50 in Fig.6. The results obtained give almost 
the same content of food for this age category.  

 

 
 

Fig.6 Diet comparison for men and women aged 50+ 
 

Finally, a comparison of the costs of diets for men and 
women in the two age categories is given in Fig.7. As a result, 
it is evedent that the diet for men is more expensive compared 
to women. 

 

 
 

Fig.7 A comparison of the costs of diets for men and women 
 

VII. CONCLUSIONS 

 
This study introduces an optimization approach to 

determine diets by selecting a set of foods that can satisfy both 
energy needs and nutrient content. The advantage of using the 

optimization approach is that the solutions obtained give both 
the type of foods for the diet and their amounts to be applied. 
This is an advantage for the combination of “which food with 
“how much” to use.  

The paper illustrates a solution to formalize the 
optimization problem in widely distributed Excel software 
environment. This is a prerequisite for the potential 
application of the obtained model for other types of diets. The 
parameters of the optimization problem can be easily modified 
to meet additional or new requirements for the healthy diet 
process.  

A potential extension of the optimization problem is to 
complicate it by generating a weekly or longer time horizon 
for the diet. The current horizon was chosen to be one day 
short. This is a simplistic assumption that can be complicated. 
A possible solution is by changing the available foods inputs 
to the optimization problem for each individual day of the 
diet.  

Another possible solution is to expand the set of foods with 
many relatively closed types of foods and, after finding an 
optimization solution, extract the corresponding foods as 
input data for the next optimization solution. Thus, on 
different days, the set of foods as optimal solutions will be 
different. These are potential future opportunities to expand 
and further develop the optimization approach applied to 
healthy living.  

ACKNOWLEDGMENT  

This research is partly supported by project 
BG05M2OP001-2.016-0023 titled  “Creation of a multi-
educational environment for the development of personnel 
with integral competencies in the field of biomedicine and 
health care”. 

REFERENCES 
[1]  G. Demiris. Consumer Health Informatics: Past, Present, and Future of a 

Rapidly Evolving Domain,  2016, Yearbook of Medical Informatics 
25(Suppl. 1) DOI: 10.15265/IYS-2016-s005 
https://www.researchgate.net/publication/303391950_Consumer_Health
_Informatics_Past_Present_and_Future_of_a_Rapidly_Evolving_Doma
in  

[2] M. Vinayak, P. Sudip, and J. Rachna. Bioinformatics for Healthcare 
Applications, 2019, pp. 204-207. 10.1109/AICAI.2019.8701277. 
https://www.researchgate.net/publication/332762073_Bioinformatics_fo
r_Healthcare_Applications  

[3] A. Ashkan, D. Babalola, M. Mclean, Z. Yu, W. Ma, C. Y. Chen, M. 
Arabi, and D. Mozaffarian. “Information Technology and Lifestyle: A 
Systematic Evaluation of Internet and Mobile Interventions for 
Improving Diet, Physical Activity, Obesity, Tobacco, and Alcohol 
Use.” Journal of the American Heart Association: Cardiovascular and 
Cerebrovascular Disease, 2016, 5 (9): e003058. 
doi:10.1161/JAHA.115.003058. 
http://dx.doi.org/10.1161/JAHA.115.003058.  

https://dash.harvard.edu/bitstream/handle/1/29408362/5079005.pdf  

[4] J. Kaur, M. Kaur, V. Chakrapani, J. Webster, J. A. Santos, and R. 
Kumar. Effectiveness of information technology-enabled 'SMART 
Eating' health promotion intervention: A cluster randomized controlled 
trial. PLoS One. 2020 Jan 10;1 5(1): e0225892. doi: 
10.1371/journal.pone.0225892. PMID: 31923189; PMCID: 
PMC6953835. 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6953835/  

[5] P. Skerrett, and W. Willett. “Essentials of Healthy Eating: A Guide.” 
Journal of midwifery & women's health. Vol. 55, pp. 492-501, 2010,  
10.1016/j.jmwh.2010.06.019. 

https://www.researchgate.net/publication/47543852_Essentials_of_Heal
thy_Eating_A_Guide  

0

1

2

3

4

5

B
e

a
n

M
il

k

Y
o

g
u

rt

B
u

tt
e

r

W
hi
te
…

Ye
llo
w
…

P
o

rk

C
h

ic
k

e
n

T
o

m
a

to
s

C
u

cu
m

b
e

r

P
o

ta
to

e
s

C
a

rr
o

ts

A
p

p
le

O
ra

n
g

e

B
re

a
d

Diet for people 31-50

men 31-50 women 31-50

0
1
2
3
4
5

B
e

a
n

M
il

k

Y
o

g
u

rt

B
u

tt
e

r

W
hi
te
…

Ye
llo
w
…

P
o

rk

C
h

ic
k

e
n

T
o

m
a

to
s

C
u

cu
m

b
e

r

P
o

ta
to

e
s

C
a

rr
o

ts

A
p

p
le

O
ra

n
g

e

B
re

a
d

Diet for people 50+

women 50+ men 50+

0

5

10

15

women 31-50 men 31-50 women 50+ men 50+

Price of diet

36 / 177

AIS 2023 – 18th International Symposium on Applied Informatics and Related Areas                   



[6] L. De, and T. De. Healthy food for healthy life. Journal of Global 
Biosciences. Vol.8., N9, pp. 6453-6468, 2019. 
https://www.researchgate.net/publication/336231128_HEALTHY_FOO
D_FOR_HEALTHY_LIFE  

[7] D. Ridder, F. Kroese, C. Evers, M. Adriaanse, and M. Gillebaart, 
“Healthy diet: Health impact, prevalence, correlates, and interventions.” 
Psychology & Health, Vol. 32, pp. 1-35, 2017. 
10.1080/08870446.2017.1316849. 
https://www.researchgate.net/publication/316530587_Healthy_diet_Hea
lth_impact_prevalence_correlates_and_interventions  

[8] I. Ülker, and F. Ayyıldız. (2021). “Artificial Intelligence Applications in 
Nutrition and Dietetics.” Journal of Intelligent Systems with 
Applications pp. 125-127, 2021. 10.54856/jiswa.202112175. 
https://www.researchgate.net/publication/357352908_Artificial_Intellig
ence_Applications_in_Nutrition_and_Dietetics  

[9] J. Ngo, A. Engelen, M. Molag, J. Roesle, P. García-Segovia, and L.  
Serra-Majem, “A review of the use of information and communication 
technologies for dietary assessment.” British Journal of Nutrition, vol. 
101(S2), pp. S102-S112, 2009. doi:10.1017/S0007114509990638 
https://www.cambridge.org/core/journals/british-journal-of-
nutrition/article/review-of-the-use-of-information-and-communication-
technologies-for-dietary-
assessment/7BAA1713607E59E256804072D1645CDF  

[10] L. Brennan, and B. McNulty. “New technology in nutrition research 
and practice.” Proceedings of the Nutrition Society, vol.76(3), pp. 173-
174, 2017. doi:10.1017/S0029665117001021 
https://www.cambridge.org/core/journals/proceedings-of-the-nutrition-
society/article/new-technology-in-nutrition-research-and-
practice/610C5AC07A933B58807A7873F5FF1C9E  

[11]  V. Raja, S. Krishnamoorthy, J.A. Moses, and C. Anandharamakrishnan.  
ICT applications for the food industry, Editor(s): Rajeev Bhat, Future 
Foods,Academic Press,2022, pp. 613-626, ISBN 9780323910019, 
https://doi.org/10.1016/B978-0-323-91001-9.00001-3.  

[12] B. N. Limketkai, K. Mauldin, N. Manitius, L. Jalilian, and B. R. Salonen. 
The Age of Artificial Intelligence: Use of Digital Technology in Clinical 
Nutrition. Curr Surg Rep 9, 20, 2021. https://doi.org/10.1007/s40137-
021-00297-3 

[13] M. Garai-Fodor and A. Popovics, “Changes in Food Consumption 
Patterns in Hungary, with Special Regard to Hungarian Food,” Acta 
Polytech. Hungarica, vol. 19, no. 8, pp. 187–204, 2022. 

[14] M. Seebauer „Expert System for Optimization of Food Consumption in 
Intelligent Home” 9th IEEE International Symposium on Applied 
Machine Intelligence and Informatics, SAMI 2011, January 26-29, 2011, 
Smolenice, Slowakia  - Piscataway (NJ),: IEEE, (2011) pp. 255-258. 
ISBN: 9781424474301   

 

 

 

37 / 177

AIS 2023 – 18th International Symposium on Applied Informatics and Related Areas                   

https://doi.org/10.1007/s40137-021-00297-3
https://doi.org/10.1007/s40137-021-00297-3
https://m2.mtmt.hu/gui2/?type=authors&mode=browse&sel=10004430
https://m2.mtmt.hu/gui2/?mode=browse&params=publication;1934744
https://m2.mtmt.hu/gui2/?mode=browse&params=publication;1934744
https://m2.mtmt.hu/gui2/?mode=browse&params=publication;30093638
https://m2.mtmt.hu/gui2/?mode=browse&params=publication;30093638
https://www.worldcat.org/search?q=isbn%3A9781424474301


 

 

 

 

 

 

 

ORAL SESSION III. 

Geodesy and Geoinformatics 

38 / 177

AIS 2023 – 18th International Symposium on Applied Informatics and Related Areas                   



Fusion of smartphone sensors to enhance

positioning accuracy

GÂabor MolnÂar

Alba Regia Technical Faculty, Institute of Geoinformatics
ÂObuda University

SzÂekesfehÂervÂar, Hungary

molnar.gabor@amk.uni-obuda.hu

Benedek Marcell KovÂacs

Alba Regia Technical Faculty, Institute of Geoinformatics
ÂObuda University

SzÂekesfehÂervÂar, Hungary

bendek.kovacs@stud.uni-obuda.hu

AbstractÐIn this article we present a sensor fusion algorithm
to combine measured GPS and MEMS sensors’ data of a
smartphone to enhance the accuracy of position data.

For this purpose we processed the measured GPS trajectory
together with the raw accelerometer, gyroscope and magnetome-
ter measurements.

The developed Matlab code was a realization of the Kalman
filter algorithm that estimated the position parameters (coordi-
nates and attitude angles) of the smartphone for each timestamp.

Visualizing the covariance matrices with error ellipses proved
that the updated trajectory was a better estimation of the actual
trajectory than the GPS measurements alone.

Index TermsÐKalman filter, GPS, MEMS sensor, Dead reck-
oning

I. INTRODUCTION

In this paper we present the details of the sensor fusion

algorithm, that merges the data measured by the smartphone’s

sensors and improve the accuracy of the device’s trajectory.

During the processing and evaluating of the measurement,

we are interested not only in the result of the measurement,

but we are also interested, how accurate our measurement is,

how much mean error (standard deviation) it has.

In our work, in addition to the inaccuracy of GPS-based

telephone positioning, we also received a covariance matrix

describing the accuracy of the location data obtained from

the joint evaluation of the measurements of the usable sensors

(accelerometer, gyroscope, magnetometer) and the error ellipse

that can be formed from it. Knowing them will give us an idea

of the improvement in accuracy. If these measurements can be

used to improve accuracy, this could open up new application

possibilities for phones.

Kalman-filtering was first used in practice in the Apollo

program to optimize the navigation systems of spacecraft and

lunar landers. In addition to navigation, it has been used for

flight control for the 1960s. [1] Later the filter was further

developed and used for system modeling and the creation of

algebraic systems theory. The Kalman filter has outlived its

namesake, as the algorithm is still used in airplanes, spacecraft,

drones and other signal processing systems.

II. DATA

Smartphones have numerous sensors, and some of them can

be used for obtaining the position and the orientation of the

device:

Satellite Positioning Unit (commonly referred as GPS or

GNSS receiver) provides location data in the form of WGS84

ellipsoidal coordinates. Typical sampling interval is 1Hz (one

position measurement per second).

Accelerometer measures the acceleration of the device

with a Micro-ElectroMechanical System (MEMS) sensor. The

sensor has a charged microscopic moving part, that is kept

in relative position to the device by a counteracting electrical

field produced by charged electrodes. If the device is in rest,

the electrical field counteracts the weight of the moving part.

When the device start moving, the electrical field has to

increase to accelerate the moving part, to keep its relative

position to the device. From the charge on electrodes the forces

and accelerations are calculated. The accelerations are stored

as three vector components along the axes of phone’s own

(local) coordinate system. It is important to remark, that a

device in rest measures approximately 9.81 m/s2 acceleration

due to the Earth’s gravity field.

Magnetormeter (magnetic field meter) measures the mag-

netic flux density, which is supposed to be mostly the Earth’s

magnetic field. The three measured vector components repre-

sent the magnetic field in the local coordinate system of the

device. This measurement is supporting information for the

spatial orientation of the device.

Gyroscope inherits its name from the spinning disk in-

struments, that are based on the theory of the conservation

of angular momentum. Unlike its predecessors, smartphone

gyroscopes are MEMS sensors, that technically contain sev-

eral properly placeced accelerometer MEMS sensors. As the

centrifugal acceleration is a function of the angular velocity,

from the small spatial variation of the measured accelerations,

the angular velocity of the device’s rotation is calculated. The

measured angular velocities are the three components of the

angular velocity vector, in the aforementioned local coordinate

system, in radians per second.

Barometer measures the air pressure, and from the pres-

sure, the height above sea level is calculated internally. The

calculated absolute height above sea level varies with the

meteorological conditions. However as the time variation of

the meteorological conditions is significantly smaller than

the sampling frequency of the barometer measurements, the

barometers measurement very well support the relative height
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variation of the device. This fact is significant, because the

GNSS receiver can measure height only with large errors. In

addition to these five measuring instruments listed, there are

several others in the phone, but currently only the ones already

mentioned above provide relevant data for positioning.

III. MEASURED DATA

The measurements were made in SzÂekesfehÂervÂar on

HosszÂusÂetatÂer Street. This site proved to be an optimal mea-

surement environment in several respects. There was little

traffic on the street and the bike lane on the side of the

road was marked by a painted (approximately 10 cm wide)

painted strip. The measured route consisted of three almost

straight sections and two 90° turns. The elevation difference

was negligibly small, so the change in the altitude coordinate

was supposed to be 0 meters. There only one and two storey

buildings along the road with front yard, so the GPS signal

was not heavily disturbed by buildings.

The measurement was carried out with a Xiaomi Redmi

Note 9 phone, and SensorData application was responsible

for storing sensor measurement data. For data collection the

smartphone was attached to the handlebars of a bike, and dur-

ing the ride the yellow paint strip (that separates the traffic lane

from the bike lane) was followed. As this paint strip clearly

seen on the high resolution orthophoto of the measurement

site (Fig. 3 and 4) the measured and the calculated trajectory

can be compared to the actual path.

IV. METHODS

A. Data preprocessing

The smartphone used in this experiment did not have

barometer, so there were no accurate elevation data available

for the calculations. For the trajectory estimation we only

used the measured GPS coordinates, accelerometer data, and

gyroscope measurement, stored in three separate UTF-8 coded

ASCII files.

In the case of accelerometer and gyroscope measurements,

the stored time data had erroneously repeated values. For the

correction of these erroneous time data a linear regression

correction function was calculated, and time values were

corrected with interpolation, see Fig. 1.

As the sampling frequency of the GPS instrument was

significantly less than the sampling frequency of the two other

sensors, all measurements were resampled to the time values

of the GPS measurements, see Fig. 2.

B. The Kalman filter

The Kalman filter algorithm calculates the states of a system

for discrete time moments, considering both the previous state

and the control inputs, and letting measurements to influence

this calculated state.

The theory of the Kalman filter originates from the least

squares adjustment used for estimating parameters (unknown

values), so the output of the Kalman filter is from statistical

point of view is an estimation.

Fig. 1. Sequence number (horizontal axis) vs. time data (vertical axis).
The stored time data of the accelerometer measurements have different and
erroneous time increment values (circles) that were corrected using linear
interpolation.

Fig. 2. Measured angular velocities around the (near-vertical) axis (dashed
line) and interpolated angular velocity values for GPS recording times (solid
thick line). The definite negative values at 27 and 54 seconds represent the
two right-hand turns

The state of the system means a set of quantities, that (for

the specific problem) properly represent the actual state of the

system, e.g. coordinates, and velocities. State quantities are

aligned in an array called state vector. The state vector for the

k-th time moment is xk.

The Kalman filter consists of two main phases: prediction

and update.

In the prediction phase, the filter calculates the state vector

for k-th time moment from the state vector of the previous

(k-1)-th moment:

x̂k|k−1 = Fkxk−1|k−1 + Gkuk (1)

where x̂k|k−1 is the estimated state vector, Fk is the state

transition matrix, Gk is the control-input matrix which is

applied to the uk control vector.

Additionally, the estimated variance-covariance matrix of

the state-transition is estimated by the formula:

P̂k|k−1 = FkPk−1|k−1FT
k + Qk (2)
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where Pk−1|k−1 is the variance-covariance matrix of the state

vector for (k-1)-th moment, and Qk is the covariance matrix

of the process noise.

In the update phase, we use observations, to refine the

state vector of the system. In many cases, the state vector

components are not directly observable, so from the predicted

state vector one has to calculate such quantities, that can

directly compared to the measurements.

The difference between the measured quantities and quan-

tities calculated from the predicted states vector is as follows:

∼
yk = zk − Hkx̂k|k−1 (3)

where
∼
yk is the innovation (or measurement pre-fit residual)

and zk contains our measurements arranged in a column

vectors. The Hk is the observation matrix, which maps the

true state space into the observed space. Multiplying the Hk

by the preliminary (predicted) state vector x̂k|k−1, we get a

value, what we should have measured if the system would be

error free.

The Sk innovation covariance is calculated by

Sk = HkP̂k|k−1HT
k + Rk (4)

where Rk is the covariance matrix of the observation noise.

To calculate the Kk Kalman gain matrix, we use the

previously calculated matrices:

Kk = P̂k|k−1HT
k S−1

k (5)

The final step of the update phase is to determine the new

state and its covariance. The updated state vector is

xk|k = x̂k|k−1 + Kk

∼
yk (6)

where we used the predicted state vector, and we modified it

with the multiplication of Kalman matrix by innovation vector.

The covariance matrix of the updated state vector:

Pk|k = (I − KkHk)P̂k|k−1 (7)

where I is a unit matrix consisting of columns and rows

equal to the number of state vector elements.

The newly obtained state can be compared with the obser-

vations:
∼
yk|k = zk − Hkxk|k (8)

where the
∼
yk|k vector is called post-fit residual. This value is

not taken into account in further calculations.

At the end of this cycle, the steps are repeated for the

next discrete time moment, the updated state vector and its

covariance matrix of the previous step are used in the predict

step of the new cycle.

C. Implementation of the Kalman filter

1) State vector: The state vector components are the essen-

tial quantities, that uniformly represent the state of a system.

As the smartphone can regarded as a rigid body, its attitude

(orientation), position and velocity are such quantities.

• Orientation quaternions (4 components): Unit quaternions

are dimensionless quantities, that are commonly used

for formulation of attitude. Unit quaternions consist of

four quantities: q0, q1, q2, q3 [2]. Other, more convenient

formalism, like Euler angles are easier to comprehend

and imagine, however singularities (ghimbal lock) can

occur during their usage. The usage of unit quaternions

avoids this pitfall. From the quaternions the well known

rotation matrix can be constructed, see bottom left corner

of (12). This matrix is the attitude matrix, that convert any

vector in the smartphone’s local coordinate system to the

global coordinate system (e.g. the Unified National Map

Projection System of Hungary, EOV).

• Location data coordinates (3 components): Three coor-

dinate values, measured in meters, in a global (EOV)

coordinate system. Coordinate axes pointing towards the

eastern, northern and local vertical at the given test site

(East-North-Up, ENU system).

• Instantaneous velocity (3 component): Components of the

velocity vector in global coordinates, expressed in m/s.

• Gravitational parameter (1 component): A constant 1

value, necessary to properly handle the acceleration

caused by the Earth’s gravity field.

Thus, the state vector consists of a total of 11 components:

xk = [ q0 q1 q2 q3 X Y Z vx vy vz 1 ]T

(9)

2) Predict Phase: The predicted state vector is calculated

using (1). For this, the actual form of the matrices F (10), G

(12) and of control vector u (11) are used.

The state-transition matrix Fk, (10) determines the inter-

dependence of components between two different temporal

states. This matrix is formally constant in our case and can be

written as follows:

Fk =




1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 ∆t 0 0 0 0
0 0 0 0 0 1 0 0 ∆t 0 0
0 0 0 0 0 0 1 0 0 ∆t −g∆t2

0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 −g∆t
0 0 0 0 0 0 0 0 0 0 1




(10)

where ∆t is the time increment in seconds between two

moments of measurement time.

The control vector represents the external effects, that

modify the state of the system. In the case of the smartphone,

both the acceleration and the angular velocity is measured.

The control vector consist of six elements:

uk = [ ax ay az ωx ωy ωz ]T (11)

The manner in which these measured data influence the

elements of the next state vector is defined by the Gk (12)

matrix [3].
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Gk =
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0 0 0 ∆t
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2
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2
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0 0 0 ∆t
2
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2
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2
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2
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2
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2
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2
2) 0 0 0
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2
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2
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2
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2
2) 0 0 0
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2
1 + q20q

2
3) ∆t(q20 − q21 + q22 − q23) ∆t2(q22q
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2
1) 0 0 0
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2
2) ∆t2(q23q

2
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1) ∆t(q20 − q21 − q22 + q23) 0 0 0

0 0 0 0 0 0




(12)

The control-input matrix Gk (12) determines the influence

of measurements (the control vector) on the state vector. This

matrix converts the accelerations and angular velocities mea-

sured in the local coordinate frame of the device into the global

coordinate system of the state vector, so the matrix elements

represent rotation matrix components. As mentioned earlier,

the rotation matrix elements are calculated form orientation

quaternion elements. In our case the matrix consists of 6

columns and 11 rows [4] [5].

The Qk covariance matrix of the process noise used in

(2) can be calculated from the variances of the control-input

signal:

Qk = GT
k CkGk (13)

where Ck is a matrix constructed of the variances of the

control-input accelerations and angular velocities :

Ck =




σ2
ax

0 0 0 0 0
0 σ2

ay
0 0 0 0

0 0 σ2
az

0 0 0
0 0 0 σ2

ωx
0 0

0 0 0 0 σ2
ωy

0

0 0 0 0 0 σ2
ωz




(14)

These variances were calculated from the measured accel-

erations and angular velocities when the device was in rest in

the first 5 seconds of the measurement.

3) Update phase: In the update phase, the measurements

are compared with the predicted state. As in many cases, these

two type of data can not be simply compared, so an H matrix

(15) transforms state vector component into the measurement

space. In our case this matrix has three rows and 11 columns.

Hk =




0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0


 (15)

In our case we have only three measurements, the position

coordinates measured by the GPS sensor:

zk =
[
X Y Z

]T
(16)

In the update phase the new state vector xk|k, and its

covariance Pk|k are calculated using 3-7.

Fig. 3. Ortophoto of the experiment site, with the trajectory of measured GPS
(white circles, dashed line) and the Kalman filter processed coordinates (black
dots, dotted line). This site is the first turn, where the processed trajectory
properly fits on the edge of the bike lane.

V. RESULT

The process presented in the previous section was repeated

for each time moment of the GPS measurements (approxi-

mately for each second), so for each time moment the elements

of the updated state vector were calculated.

The horizontal coordinates stored in the stated vector and

the same coordinates measured by the device’s GPS receiver

are plotted on Fig. 5.

A detail of the route is visualized on Fig. 6. On this

figure, both the measured GPS coordinates, and the calculated

horizontal coordinates stored in the state vector are also

plotted. For each calculated horizontal coordinate pair, the

error ellipse is also plotted around the point. The error ellipses

are representing a subset of (7) state vector covariance matrix

(Fig 6).

Both right hand turn sections of the route are mapped on

the high resolution ortophoto of the experiment site (Figs. 3

and 4). On these figures, both GPS measured coordinates and
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Fig. 4. Ortophoto of a detail of the experiment site, with the trajectory of
measured GPS (white circles, dashed line) and the Kalman filter processed
coordinates (black dots, dotted line). This site is the second turn, where the
applied method could not inprove the accuracy of the GPS measurements,
because of the accumulated errors in orientation calculations.

Fig. 5. Plot of horizontal coordinates of the smartphone’s trajectory. The
coordinates measured by GPS and the Kalman filtered coordinates slightly
differ from each other. The plotted error ellipses are calculated for respective
covariances of the calculated coordinates.

state vector horizontal coordinates are plotted, without error

ellipses.

VI. DISCUSSION

On Fig. 5, the horizontal coordinates calculated by Kalman

filter algorithm and stored in the state vector are representing

the trajectory more accurately than the GPS measurements

alone.

On Fig. 6 however the calculated coordinates are shifted

from the measured GPS coordinates in erroneous (North-

West) direction. This is the consequence of the errors in

Fig. 6. Detail of the plot of smartphone’s trajectory. Both measured GPS
coordinates and Kalman filtered coordinates are plotted. Error ellipses of the
calculated coordinates are nearly circular.

exterior orientation estimation. Small errors in angular velocity

measurements has been accumulated in time integration of the

prediction phase, and without using the magnetometer sensor

data, there were no measurements to check or compensate this

error.

An observable consequence of this phenomena, that the

erroneous exterior orientation transforms the measured accel-

erations into wrong direction.

VII. CONCLUSION

Currently, the method works with post-processing, which

means that the results are not obtained in real time.

The possible direction of continuation is the implementation

of the program on the phone, where the measurements coming

from the sensors could have been processed by an application

in real time.

This would make it possible to have frequent location data

between GPS measurements, which are more accurate than

simple extrapolation of the movement measured by GPS.
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Abstract—There are several steps in photogrammetric 
processing where measurements are needed. In photogrammetry, 
the orientation of stereopairs also requires measurement of tie 
points. During these measurements, errors are generated, among 
which particular attention must be paid to gross errors. In case of 
orientation based on automated image matching, the gross errors 
are mainly due to misalignment of the points. Such gross errors 
should be detected and filtered during the image matching process, 
in order to prevent the propagation of errors to further steps in the 
process. 

exchange of sequence of point numbers, or 
exchange of image coordinates. 
Small gross errors, mainly due to inaccurate 
orientation of pixels or incorrect measurement of 
ground control points. 
Medium gross errors, which are also due to incorrect 
measurement or orientation, ranging from small to 
large coarse errors. 

- 

- 

Keywords—photogrammetry, gross error, image matching, 
MATLAB 

In photogrammetry, measurements involve marking of 
common pixels, or the marking of pixels and ground control 
points. In photogrammetric processing, there are three steps 
where measurement plays a role, where measurement errors, 
including those caused by gross errors, could occur. These 
steps can be: 

I. INTRODUCTION 

This paper addresses gross errors that occur during the 
orientation of stereopairs in automatic image matching of tie 
points and proposes a methos to detect them. While gross 
error filtering in absolute orientation is extensively discussed 
in the literature, the detection and filtering of gross errors in 
the measurement of tie points during stereopair orientation is 
less researched. The most common gross error in automatic 
image alignment, which are nowadays widely used in 
photogrammetry, is the misidentification and mismatching of 
tie points. It is crucial to eliminate these errors during image 
matching to prevent their propagation to orientation 
parameters and point cloud generation. This paper 
investigates the potential of an error filtering procedure based 
on the geometric similarity of the distribution of tie points. 
To test this procedure, MATLAB software was used. 

- 

- 

relative orientation of stereopairs, where common 
tie points in the image pairs are measured, 
absolute orientation, utilizing measured ground 
control points to perform a similarity transformation 
between the model coordinate system and the 
geographic coordinate system, 
and spatial reconstruction, determining the spatial 
position of ground points corresponding to each 
pixel using oriented images (e.g. generating of point 
clouds). 

- 

In photogrammetric practice, residuals after alignment 
during absolute orientation provide an opportunity for gross 
error detection. For spatial similarity transformation, an 
overdetermined system of equations is iteratively solved 
using the method of least squares. The characteristics of least 
squares adjustment is that the gross errors are spread over the 
points. In such case, the examination of residuals (e.g. by 
rigorous statistical methods) can detect large gross errors, but 
may hide smaller gross errors. 

The need to detect and filter gross errors during image 
matching was inspired by a photogrammetric survey of an 
agricultural land. After the evaluation of photogrammetric 
process, the errors of resulted point cloud could be attributed 
to the poor quality of the tie points and ground control points 
(GCPs). This is due to the fact, that the texture of the images 
is too homogeneous, making the measurement and 
identification of tie points problematic. Either the processing 
software cannot identify points, or it incorrectly identifies tie 
points. 

Therefore, alternative methods should be employed to 
detect minor gross errors. One possibility is using the method 
of least squares with weight functions, or other alternative 
methods like the Jacobian criterion for smoothness. [3] II. GROSS ERRORS IN THE PHOTOGRAMMETRY 

As illustrated above, there are several manual steps in 
traditional photogrammetric surveying and processing where 
gross errors can occur. With the increasing use of digital 
photogrammetry and automated photogrammetric processing 
software, the relevance of gross errors has diminished. 
However, there are still areas where manual surveying is 
essential. These include the measurement of ground control 
points, where the possibility of erroneous measurement and 
misidentification remains. Another significant source of 

As with all measurements, photogrammetric evaluation 
can be subject to gross errors. Gross errors are classified in 
several ways in the literature. [1] One possible classification 
of gross errors is the following [2]: 

- Very large gross errors are gross errors that are 
mainly due to mistakes. This may be caused by 
misidentification of pixels or ground control points, 
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errors may be incorrect matching of identified points in the 
automatic orientation of stereopairs. This is because in 
automatic image matching, the procedures scan a smaller 
region around the detected points leading to incorrect 
identification. This paper focuses on the latter issue. 

(effectively the threshold of the corner parameter), as well as 
the similarity threshold of the descriptors describing the 
environment of the points can be set. During image matching, 
the MATLAB functions return an array of detected points 
with their pixel coordinates, and an array of paired points 
with their identification numbers. In addition, the orientation 
parameters between the two images can be computed using 
the Image registrator function. [7] 

III. AUTOMATIC MEASUREMENT OF TIE POINTS 

Modern photogrammetric software automatically 
measures tie points for the orientation of stereopairs. This 
capability has been facilitated by spread of digital 
photogrammetry and advancements in digital image 
processing. 

Images used to generate the tie points were taken in an 
agricultural area, where the surveyed area also includes a 
small industrial section (the surface facilities of a natural gas 
well) using DJI Mavic Pro UAVs at an altitude of 120 m. 
These images were captured ensuring regular 
photogrammetric surveying flight along regular lines. The 
overlap between the images was 70% in every strip. (Figure 
1.) 

The two major methods of point detection in digital image 
processing are area-based and object-based point detection. 
Of course, there are other, more complex methods, but these 
two methods are the most widely used in practical 
applications. 

Area-based image matching involves examining region of 
pixels with high or low intensity in a digital image converted 
to grayscale where a search mask is used to find similar 
regions in the other image. [4] 

Object-based image matching is also common in digital 
image processing. In this method, a characteristic corner 
point is searched by corner detector algorithm. Corner points 
are well-defined feature points of the image. Unlike the area 
(region) of the image being investigated, the corner point is 
invariant to shift, rotation and magnification, and is therefore 
less sensitive to differences between images. 

One such technique is the Harris corner detector based on 
the intensity difference between neighboring pixels in the X 
and Y directions of the image plain. [5] By analyzing 
intensity differences in matrix form and calculating the 
eigenvalues of the resulting matrix, a kind of "sparsity" 
parameter is obtained. Where the two eigenvalues are 
sufficiently large, a corner point is found in the image. 
Having done the corner point assignment on both images of 
the stereopair, the next step is to find the corner points that 
belong together. This involves looking at the intensities of the 
pixels in the region around the corner points and their 
distribution. A descriptor is constructed for the distribution of 
pixel intensities and the point identification is based on a 
comparison of these descriptors. The descriptor for rotation 
is also invariant. An example of such an image matching 
procedure using the steps described above is SIFT (scale- 
invariant feature transform) method. [6] 

IV. GROSS ERRORS IN AUTOMATIC IMAGE MATCHING 

One of the challenges in automated photogrammetric 
processing is that there are parts of the image that are so 
homogeneous that the image matching algorithm may 
struggle to identify a corner point. On the other hand, when a 
corner point is available, the descriptors may be so similar 
that a mismatch occurs. The latter, if not filtered out, this 
mismatch can cause a gross error in orientation. 

Figure 1. Two aerial photos used for automatic image 
registration. 

The resulted images displayed gross errors after automatic 
image matching. The amount of these errors depends, of 
course, on the parameters of the image matching procedure. 
In our case, large gross errors can be clearly identified 
visually. (See Figure 3.) Since there is only an offset between 
the two images (and possibly an insignificant rotation), the 
lines connecting tie points of two the images are nearly 
parallel, while the lines connecting the misidentified points 
are crossing each other under different angles. The task is 

The gross errors resulting from misidentification of tie 
points were produced by practical measurements using the 
SURF image matching method, which is an improved version 
of the SIFT method. To do this, functions available in 
MATLAB's Image Processing and Computer Vison package 
were used, which are also available integrated into the 
Registrator Estimator application. There is also a possibility 
to set several parameters. Sensitivity of the corner detector 
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therefore to deal with this visually perceptible error by 
mathematical means. 

Figure 3. Parameters (polar coordinates) describing tie 
points: length (l) and angle (ω) of position vector. 

To describe the distribution of tie points these position 
vectors are used. To detect and filter gross errors at the tie 
points, we have to analyze these system of vectors. There are 
two ways for analysis: calculation and comparison of vector 
length, and the difference of angles between position vectors. 
If there is a gross error at a point, then the difference of length 
of the position vectors, or the angle between the vectors of 
the related tie points could be significant. (Figure 4.) 

Figure 2. The stereopair is illustrated together with the 
identified tie points. 293 tie points were identified, among 

them 11 are wrong. 

V. ERROR FILTERING BASED ON GEOMETRIC SIMILARITY OF 
POINT DISTRIBUTION 

While in the absolute orientation, the gross error detection 
is based on the examination of residuals, produced by over- 
determination of the system, the gross error filtering in the 
relative orientation of a stereopair requires a different 
approach, since it is a matter of examining the point on a pair 
of two-dimensional images. 

The procedure is based on the assumption that the spatial 
distribution of identical points (i.e. the tie points) marked on 
different images is similar. However, to handle this 
mathematically, the distortion caused by the image projection 
has to be treated. Such distortion can be caused by a different 
center of projection, the relationship between the surface and 
the image plane in two images, but it can also be caused by 
changes in the flight altitude, although this may not be so 
significant in images with large overlap. In addition, the 
direction of flight may cause also changes in stereopairs, so 
that a rotation may occur between the plane of two images. 
Mathematically, these factors can be calculated by similarity 
transformation: offsets, rotations, scale and distortion, which 
need to be corrected for comparability. In addition, to 
examine the tie points in the same system, a reference system 
must be defined for the position of each point. 

Figure 4. Position vectors as the descriptors of the tie 
point distribution. Corresponding ties points No. 1. and 2. 
have small error, tie points No. 3. has large gross error. 

Given two images of a stereopair, with the tie points 
resulted by automatic image matching, and the tie points are 
also matched to each other. The filtering procedure is as 
follows: 

To ensure the above conditions, a preliminary relative 
orientation should be carried out. This procedure gives the 
relative positions of images of a stereo image pair relatively 
to each other. As a result, we can describe the coordinate 
system of one image in relation to the other one. This also 
means that we can eliminate distortions in the tie point 
distribution in every image. The centroid of the point 
distribution sketch, as it is used frequently in geostatistics, 
was chosen as fixed reference point, which is clearly 
characteristic for the point distribution. 

1 ) Phase I 

- A preliminary orientation is performed with 
randomly selected tie points on the stereo image 
pair. The resulting orientation parameters are used to 
perform image correction to compare the 
distribution of tie points. This is provided by the 
orientation elements (rotation angles) obtained 
during the orientation. (As a simplification, the scale 
factor is not considered in this case because the 
flight altitude was the same.) For orientation, we use 
randomly selected tie point. 

In this system each tie point i characterized by its position 
vector with two parameters: the vector length (l) and angle 
(ω) (Figure 3.). - In both images, we calculate the centroid of the tie 

points. Here we move the origin of our coordinate 
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system to the centroid for further investigation. The 
two coordinate systems are rotated to overlap with 
the angle of rotation of the image planes obtained 
from the orientation parameters. 

big errors, by this way we can redefine the centroid by 
changing its position to a smaller and smaller extent. The 
change below a given threshold, the solution is considered to 
be final and the final orientation is performed with the 
centroid having the smallest error. - We calculate the difference in the direction angles of 

the position vectors of the merging points. Large 
angular differences are filtered out and these points 
(i.e. very large gross errors) are excluded from the 
subsequent analysis. In case of incorrect point 
identification, the angular difference between the 
position vectors of two points is so large that we can 
work with thresholds up to 5-10 degrees. This is also 
justified by the fact that a point with gross error may 
be used for a preliminary orientation. 
After excluding very large gross errors, another 
preliminary orientation is performed. The previous 
step ensures that large gross errors are no longer 
included in the group of tie points used for 
orientation. With the resulting orientation data, a 
new image correction is performed. 

However, repeated orientation is computationally a time- 
consuming process, especially when using an iterative 
solution. Therefore, it would be useful to develop the 
procedure further using a different mathematical approach in 
such a way that no prior orientation is required. 

Furthermore, it is envisaged that the procedure could be 
adapted to absolute orientation and gross error filtering prior 
to point cloud generation. The other way for development 
would be to move the procedure on fuzzy logic instead of 
using simple thresholds for filtering. - 
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- In the second phase, the difference in length between 
position vectors is calculated, i.e. the error in points 
is determined in the common coordinate system. 
For the final orientation, we select the tie points with 
the smallest errors. 
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Abstract—UAV technology provides the opportunity to 

carry out aerial surveys of small agricultural areas at regular 

intervals. With this method, it is possible to continuously 

monitor the growth rate of crops, and to make possible areas of 

erosion visible in the area. In addition, the 3D model of the area 

can be generated by automatic point cloud generation. The 3D 

models made on the basis of point clouds can be extracted from 

each other, so the volume of the vegetation can be calculated, on 

the basis of which further calculations can be made (e.g. yield 

estimation). This article presents the volume calculation process 

through a small sample project. 

Keywords— UAV surveying, 3D modelling, environmental 

analysis, point cloud 

I. INTRODUCTION Fig. 1. Test field with control points 

The use of UAV in damage assessment of cornfields is a 
frequently used method [1]. In this project, we have 
undertaken to calculate the volume of the corn land in addition 
to the damage assessment, which can help later in the crop 
estimation. In this project the main tasks were: 

Every point was marked with a distinctive color as it is 
shown in Fig. 2. 

 

 

 

 

 

 

 

Taking aerial photos at three different times, 

Block adjustment, 

Generate point clouds, 

Producing orthophotos, 

Producing point cloud differences, 

Mapping of erosion areas, 

Calculation of volumes to determine the amount of 
corn. 

To have exact 3D models, we needed enough number of 
high-precision, well-arranged ground control points (GCPs). 
These UAV survey parameters are summarized in Table I. 

Fig. 2. Ground control point marker 

The block adjustment was carried out in Trimble 
UASMaster software. As a result, we got the sigma naught 
values for the whole block, the standard deviation of exterior 
orientation elements (Fig. 3), the mean standard deviations of 
horizontal and vertical coordinates, and the RMS (Root mean 
square) errors of GCP points. Table II. summarizes the gained 
accuracy results. 

TABLE I. UAV SURVEY PARAMETERS 

Ground 

Resolution 
Number of 

Photos 

Avg. Flight 

Height [m] 
Date 

[cm] 

2 

2 

2 

003.05.01. 

023.06.17. 

023.08.15. 

134 

199 

95 

304.1 3.58 

292.9 

287.8 

3.08 

3.34 

We needed control points in the corners of the block. 

The points must be clearly visible. Fig. 1 shows the 
location and the distribution of control points inside the 
triangulation block. 

49 / 177

AIS 2023 – 18th International Symposium on Applied Informatics and Related Areas                   



  

  

Fig. 4. Colored surface model (date: 2023.05.01.) 

Fig. 3. Exterior orientation sdandard values 

In Table II, we can see that the height errors became quite 
large compared to the field resolution of the images of around 
3 cm. 

TABLE II. ACCURACY VALUES 

Mean standard 

deviation of 
Height [m] 

Sigma naught GCP RMS 

error [mm] 
Date 

[pixel] 

2 

2 

2 

003.05.01. 

023.06.17. 

023.08.15. 

1.0521 

1.1803 

1.0828 

0.2822 

0.2964 

0.4329 

0.0040 

0.0045 

0.0016 

There are several reasons for this larger height error. One Fig. 5. Shaded relief model (date: 2023.05.01.) 

of these factors can be the base ratio (ratio of flight height to 
recording base) that is too high. The usual value of this is 4 at 
most [3], in our case this value is around 24. This means that 
the intersection angle for the projection radii of the connected 
points is too small and far from the ideal 90 degrees. The 
steeper this intersection angle is, the greater the height error 
will be. Another reason may be that the automatic 
determination of the tie points is more uncertain than usual 
due to the nature of the surface, i.e. the surface is 
discontinuous and shows an irregular, undulating 
microtopography, such as the covering surface of the corn 
field in our case. 

B. Terrain model – 2023.06.17. 

The 2nd survey took place on June 17. The completed 
surface model clearly shows the areas not covered by corn, as 
well as the traces of washes that cause soil erosion, along 
which the vegetation is also incomplete (Fig. 6 and 7). In this 
3 D model, the average height of the corn is 1m. 

II. BUILDING OF 3D MODELS 

A. Terrain model – 2023.05.01. 

The first survey shows the surface without vegetation. The 
terrain model was created automatically using an 
autocorrelation process. The completed 3D model shows 
small ditches and protrusions, but the surface is basically 
continuous. There are faint signs of soil erosion in the center 
of the model (Fig. 4 and 5). 

Fig. 6. Colored surface model (date: 2023.06.17.) 
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Fig. 7. Shaded relief model (date: 2023.06.17.) Fig. 9. Shaded relief model (date: 2023.08.15.) 

C. Terrain model – 2023.08.15. For the reliability of the volume calculations, we cut out 
the common areas for all three times, as shown in Figure 10. The third UAV survey took place in mid-August. These 

shots show the fully developed corn field. In this terrain 
model, the erosion-burdened plains are even more prominent. 
Based on the generated 3D model, the average height of the 
corn is 1.7m. Unfortunately, a technical error occurred during 
the UAV flight and a few shots were missed in a strip in the 
western corner of the area, so the terrain model in that area 
became incomplete and unreliable. This is clearly visible in 
Fig. 8 and 9. 

Fig. 10. Common areas (dates: 2023.05.01, 06.17 and 08.15. respectively) 

III. VOLUME CALCULATIONS 

As the first step in the volume calculation, we created the 
GRID models with a cell size of 50 cm. The volumes were 
then calculated in two versions. In the first case, we created 
the difference between the May and June topography models 
and in the second case, we created the difference between the 
May and August 3D models. The volumes of these differences 
were calculated in the Surfer program (Fig. 11 and 12), and in 
the CloudCompare application (Fig. 13 and 14). 

Fig. 8. Colored surface model (date: 2023.08.15.) 

Fig. 11. Volume calculation in Surfer (dates: 2023.05.01 and 06.17) 
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Fig. 14. Volume calculation in CloudCompar (dates: 2023.05.01 and 08.15) 
Fig. 12. Volume calculation in Surfer (dates: 2023.05.01 and 08.15) 

Examining the difference between the two calculations, it 
can be seen that there is no significant difference between the 
volumes calculated by the two software (Fig. 15).The 
difference is only around 0.5%. The resulting volumes and 
their difference are summarized in Table III. 

TABLE III. VOLUME VALUES AND DIFFERENCES 

NET Volume NET Volume 

CloudCompare 

[m³] 
Difference 

m³] Period Surfer 

[m³] [ 

2 

2 

2 

003.06.17- 

5.01. 

023.08.15- 
6.17. 

023.08.15- 

5.01. 

3 

4 

8 

5929.066 

4695.547 

0624.613 

36099.924 

44980.533 

81080.441 

170.858 

284.986 

455.828 

0 

0 

0 

Volumes 

50000 

40000 

30000 

Fig. 13. Volume calculation in CloudCompare (dates: 2023.05.01 and 

6.17) 
20000 

0 
10000 

0 

[ m³] [m³] 

NET Volume1 NET Volume2 

2 003.06.17-05.01. 2023.08.15-06.17. 

Fig. 15. Volume calculations 
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IV. CONCLUSIONS 

Based on the experience gained during the work, we can 
make the following important conclusions: 

 

 

 

Control points are needed in the corners of the block 
and preferably in the middle as well. 

To achieve good results, the field resolution should be 
below 5 cm. 

To increase the block adjustment accuracy, the camera 
should be calibrated. 

As a continuation of the work, our plans include the 
calculation of the leaf surface index, the amount of the plant 
and the weight of the corn. For this, we need the corn 
phenological time series, the distances between the corn stalks 
and more precise height data [2], [4], [5]. To this end, we will 
repeat the UAV surveys in the following year, paying more 
attention to the placement of the ground control points, and 
the height accuracy considering the base ratio and a smaller 
distance between two consecutive pixel centers measured on 
the ground. 
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Abstract— Within a multi-master environment, the 

Network-Independent Building Automation System 

(NIBAS) is structured around a hierarchical topology 

encompassing a management bus and a universal bus, with 

slave devices interconnected. This innovative system 

capitalizes on decentralized control algorithms, edge 

computing capabilities, and robust communication 

protocols to establish a self-reliant building automation 

framework. NIBAS is engineered to operate independently 

of traditional network infrastructures, ensuring the 

robustness and resilience demanded by diverse applications. 

By distributing intelligence across a network of sensors and 

actuators, NIBAS enables real-time monitoring and control 

of building systems, even in situations where centralized 

network connectivity is unavailable.  

Keywords— multi-master environment, building 

automation, edge computing, robust topology, robust 

communication, real-time system, real time monitoring, 

decentralized algorithm 

I. INTRODUCTION 

One of the primary design goals for NIBAS is to 
achieve simplicity without compromising robustness and 
security for applications that require it. The basic topology 
of the system is intentionally designed with some 
overhead to ensure resilience in the face of failures, 
preventing them from affecting the entire system. [1-4]  

In this architecture, most end devices are connected to 
easily implementable buses, such as those based on RS485 
based communication standards or CAN protocols. These 
buses then interconnect with a mesh of "Managers," which 
play a crucial role in data management and routing 
between the end devices. 

This hierarchical structure ensures that the failure of 
individual components or devices does not lead to system-
wide disruptions [5-8]. It also simplifies the maintenance 
and scalability of the NIBAS, making it adaptable to 
various building automation scenarios. Additionally, the 
use of well-established communication standards like 
those built upon RS485 and CAN enhances compatibility 
and ease of integration into existing systems . 

II. END DEVICE BUSES 

The flexibility of NIBAS extends to the physical layout 

of the device and management buses. There is no rigid, 

predefined boundary dictating where these buses should 

start and end. Instead, this configuration can be tailored to 

suit the specific needs of the user, taking into account 

factors such as the number of devices in the network and 

the physical constraints of the environment and the 

chosen bus technology [9-12]. The system also can be 

used in education for demonstrational and experimental 

purposes [13-15].  

This adaptability allows users to optimize their NIBAS 

installation based on the unique requirements of their 

building or automation project. For instance, in a smaller-

scale application with a limited number of devices, the 

user may choose to create shorter bus segments to 

simplify wiring and reduce complexity. Conversely, in a 

larger-scale deployment, the buses can be extended to 

accommodate a higher device count, ensuring efficient 

coverage of the entire system. 

Furthermore, the physical flexibility in defining bus 

boundaries ensures that NIBAS can be seamlessly 

integrated into diverse environments, whether it's a 

sprawling industrial facility with extensive distances 

between devices or a compact residential setting with 

close proximity between components. This user-defined 

approach empowers individuals to tailor NIBAS to their 

specific needs, enhancing its versatility and applicability 

across a wide range of scenarios [16-19]. 

Certain end devices may be designed with redundancy 

in mind, offering the capability to connect to two separate 

end device buses. This redundancy ensures that if one bus 

experiences a disruption, the device can seamlessly 

switch to the backup bus, maintaining continuous 

operation. This feature is particularly valuable in critical 

applications where uninterrupted functionality is 

paramount. 

Moreover, NIBAS allows for the deployment of 

multiple Manager devices connected to the same end 

device bus. This redundancy at the management level 

serves as a robust safeguard against manager faults. In the 

event that one manager encounters an issue or fails, the 

others can seamlessly take over the management of the 

connected devices and ensure the continued flow of data 

and control commands. This redundancy at both the end 

device and manager levels enhances the overall resilience 

and reliability of the building automation system, offering 

seamless error handling in a wide variety of operational 

scenarios. 
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III.  TOPOLOGY IN PRACTICE 

A. Management mesh 

The utilization of a mesh network configuration for 

Manager devices within NIBAS is a strategic decision 

driven by several key advantages. Notably, in a mesh 

network, the need for complex media access control 

mechanisms is significantly reduced. Unlike other 

topologies, such as a bus or star, where precise control 

over media access is critical, the mesh design allows for a 

more simplified approach to data transmission. In 

essence, devices within the mesh can communicate 

directly with one another, eliminating the need for 

intricate protocols to manage access to the 

communication medium (see in Fig. 1.). 

Furthermore, the inherent redundancy of a mesh 

network is a pivotal feature that enhances the overall 

reliability of NIBAS. Within this architecture, the 

presence of redundant paths for data transmission 

between Manager devices is a fundamental requirement. 

Consequently, if a single connection experiences a 

disruption or failure, the system autonomously reroutes 

data through alternative paths (see in Fig. 2.). This 

inherent fault tolerance ensures that a failure in one part 

of the network does not cascade into a system-wide 

failure, bolstering the robustness of a NIBAS framework. 

 

Figure 1. System topology 

 

Figure 2. Error handling methodology 

In summary, the mesh network topology not only 

simplifies data transmission by reducing the need for 

complex media access control but also provides a robust 

and fault-tolerant infrastructure. It ensures that single 

connection failures do not compromise the integrity of 

the entire NIBAS system, making it an ideal choice for 

building automation applications where reliability is 

paramount. 

B. End Devices 

Smart Lighting Controllers: These devices allow for 

intelligent control of lighting systems. They can adjust 

lighting levels based on occupancy, time of day, or user 

preferences, contributing to energy savings and 

enhancing user comfort. 

HVAC (Heating, Ventilation, and Air Conditioning) 

Thermostats: HVAC thermostats equipped with NIBAS 

compatibility enable precise temperature control within a 

building. They can respond to environmental conditions 

and user input to optimize energy efficiency and maintain 

desired comfort levels. 

Environmental Sensors: Sensors measuring parameters 

like temperature, humidity, CO2 levels, and air quality 

play a crucial role in maintaining a healthy and 

comfortable indoor environment. NIBAS can collect and 

analyze data from these sensors to trigger automated 

responses, such as adjusting HVAC settings or activating 

air purification systems. 

Smart Plugs: These end devices can be controlled 

remotely via NIBAS, allowing users to manage and 

monitor the power consumption of appliances and 

devices connected to them. They can be used for energy 

management and scheduling. 

Occupancy Sensors: Occupancy sensors can be used to 

detect the presence of people in rooms or areas. NIBAS 

can respond by adjusting lighting, HVAC, and security 

settings based on occupancy patterns. 

Shade and Blind Controllers: Automated window 

coverings can be controlled by NIBAS to optimize 

natural light, reduce glare, and enhance energy efficiency 

by adjusting shades and blinds based on external light 

conditions and user preferences. 

An example to end devices is a multi-channel LED 

controller (as can be seen on Fig. 3.) that has an RS485 

connection (Fig. 4.), as a proof of concept device. 

 
Figure 3. Prototype PCB isometric model 
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Figure 4. Communication interface design 

C. Error Handling 

Although the management mesh is meticulously 

engineered to provide redundancy and fault tolerance, it's 

imperative to acknowledge that even within this resilient 

structure, the possibility of total communication 

breakdown between different parts of the network must 

be a key consideration. While the mesh topology 

mitigates the risk of isolated failures affecting the entire 

system, it's not impervious to extreme scenarios or 

catastrophic events that could disrupt multiple critical 

connections simultaneously. 

Within the local end device buses, it's important to 

note that communication remains uninterrupted even in 

the event of mesh network disruptions. Each segment of 

the mesh that includes a device capable of managing the 

remaining devices will continue to function 

autonomously, isolated from the rest of the network. To 

address potential data source cutoffs, some devices may 

be equipped with emergency protocols, ensuring that 

critical functions are maintained. 

In the event of a mesh fault, users will be promptly 

notified of the issue through devices that display the 

system status. Additionally, users have the flexibility to 

define specific devices to execute predefined actions if a 

mesh failure occurs. This proactive approach empowers 

users to tailor the response to their specific needs and 

priorities, further enhancing the adaptability and 

resilience of the system. 

 

Figure 5. Multiple managers connected to the same bus for 

redundancy 

D. Safety and security 

It's important to note that security and safety devices, 

such as fire alarms, smoke detectors, and intrusion 

detection systems, are typically excluded from reliance 

on NIBAS. Critical applications demand a high degree of 

reliability and should not be dependent on the same 

network that handles automation and environmental 

control, just like the following works [20-22]. By 

maintaining separate, dedicated networks for security and 

safety, any potential issues with the automation network 

will not compromise the integrity and effectiveness of 

these crucial systems. This segregation ensures that 

security and safety devices operate independently, 

providing uninterrupted protection even in challenging 

scenarios. 

While security and safety systems should maintain 

their independence, NIBAS to enhance overall building 

functionality and safety. For instance, in the event of an 

emergency, such as a fire or intrusion, security and safety 

systems can communicate with NIBAS to trigger specific 

actions, such as automatically turning on emergency 

lighting, shutting down HVAC systems to prevent 

spreading of smoke or toxic gases or disabling elevators. 

IV. CONCLUSION 

Through comprehensive experimental assessments, this 
paper underscores NIBAS's adaptability and reliability, 
offering significant potential for enhancing building 
efficiency, sustainability, and resilience in scenarios where 
network connectivity may be limited or compromised. 
This research contributes to the advancement of 
autonomous and resilient building systems, marking a 
significant stride toward network-independent solutions. 
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Abstract—Maximizing the quantity of crops is crucial in modern 

agriculture. Effectively preventing wildlife damage is one of the 

ways to optimize crop quantity in agriculture. In addition to the 

traditional methods of wildlife damage management, it is 

important to know if and in what numbers wildlife is present in 

the area, at what time of day and how animals move around the 

area. If the right information is available, current wildlife 

damage prevention methods can be applied at the right time and 

in the right place to protect an area more effectively. There are 

multiple methods for obtaining information. Automated 

monitoring systems can greatly aid in observing wildlife and 

analyzing their behavior, in addition to traditional field 

observation. In agricultural areas, up-to-date information on 

the state of the agricultural land can greatly facilitate wildlife 

damage control. The purpose of this article is to present a 

comparison of current monitoring systems.  

 

Keywords—sensor network, monitoring system, wildlife, 

agriculture 

I. INTRODUCTION 

One way to produce food is to grow crops in the open air.  

Crop production is influenced by many external conditions. 

Among the external conditions, there are factors that are 

difficult to modify. Despite these difficulties, large quantities 

of food crops are still grown in open large fields. The 

difficulties include rainfall, topography, soil quality, and 

damage to wildlife. The extent and type of damage caused by 

wildlife can vary when analyzed over a number of years. 

Damage caused by wildlife is not only present in large areas 

of several hectares, but also in forestry, where some wild 

species can cause significant damage. In forestry, I would 

highlight those forests that are not Natura 2000 sites, but 

planted forests that have been established for some economic 

purpose. Forests established for economic purposes are 

usually planted with tree species that the management 

organization needs, so if wildlife damage occurs in this type 

of forest early in the planting process, it can delay the time 

for felling by several years. Monitoring and control of the 

quality and quantity of wildlife is necessary in crop 

production. In forests established for economic purposes, tree 

species are usually planted according to the needs of the 

management organization, but if wildlife damage occurs in 

this type of forest early in the planting process, this can delay 

the time to harvest by several years. Monitoring and control 

of the quality and quantity of wildlife are necessary in crop 

production. Wildlife damage can be mitigated in several 

ways. The company responsible for wildlife management 

conducts continuous field work through personal 

observation, which is a method of monitoring wildlife 

populations. The use of camera systems installed on the 

spreaders and wild feeders is another method. This paper 

deals with the types of damage caused by wild animals, the 

control and measurement of wildlife damage, and a short 

conclusion about the development goals and possible 

strategies. 

II. DAMAGE CAUSED BY WILD ANIMALS 

Wild animals can cause a variety of damage. Serious 
damage can be caused by different species, depending on the 
number of individuals and the type of crops grown in an area. 
When there are thousands of feral rabbits per unit area in a 
hunting area, and negligible numbers of feral hogs because of 
the unsuitable habitat and living conditions for feral hogs, the 
feral hogs cause less damage to the crop than the feral rabbits. 
The extent of damage is dependent on the crop's species and 
developmental stage. In the case of sunflowers, damage to the 
crop by the wild rabbit during the emergence stage can be 
fatal when the crop is only two petals old, because the wild 
rabbit will eat the whole crop and there will be no more plants 
in the field. In the growing stage, sunflowers can be damaged 
by roe deer as well. Wild damage to sunflowers at maturity 
can also be caused by the Balkan pigeon, the Eurasian dove 
and the house pigeon, these birds pluck the sunflower seeds 
from the plant, damaging the sunflower field.  

 

Figure 1. Damage caused by a wild rabbit in a sunflower field [1] 

The damage caused by wild rabbits shown in Fig. 1 is an 
example of damage to agricultural production caused by wild 
animals. The production of crops can be damaged by any 
herbivorous animal [9]. The extent of the damage may also be 
dependent on the natural food it finds in its natural habitat. The 
extent of wildlife damage can be influenced by the size of the 
natural habitat when compared to the amount of a given wild 
animal. The extent of wildlife damage is influenced by the 
natural vegetation of the natural habitat and the complexity of 
the system it forms.  The quantity of rainfall in these areas is 
crucial, as if there is enough precipitation, wildlife will be 
more likely to find food in the natural habitat [14]. 
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The management organization always compensates for 
damage caused by wild animals by the company that is 
authorized to hunt. It is fortunate if there is communication 
between the hunting organization and the management 
organization, as preventive wildlife damage prevention can 
minimize any wildlife damage that may occur. There are 
several ways in which wildlife damage can occur. Wild 
animals can damage farmland not only by eating it, but also 
by using it as a hiding place, trampling the crop, and causing 
damage [19]. If there are no other woodlands in the area to 
shelter it, the roe deer is frequently sleeping in wheat during 
the day. There are many forms of wildlife damage, but we 
have distinguished agricultural forms of wildlife damage from 
forestry forms of wildlife damage.  

 

Figure 2. Agricultural wildlife damage types [2] 

Fig. 2 [2] shows the types of damage to wildlife in 
agriculture, with significant damage been caused by the 
consumption of the product, because a natural need of the wild 
animal may depend on it for its life. In areas where wild pig 
populations are strong, poke damage is also crucial. The wild 
pig population in certain areas has been reduced by African 
swine fever. African swine fever has the potential to be 
dangerous to pigs in livestock. In agricultural damage, there is 
damage that the owner of a field of maize on several hectares 
only notices when harvesting, because the wild pig can cause 
such wild damage that in the maize field when the maize is 
ripening it will cut off whole stalks of maize so that the piglets 
can eat the maize. The edges of the corn field are usually 
where this type of damage is created to use as a shelter[16]. 

 

Figure 3. Types of forest damage [2] 

In areas where deer and roe deer numbers are high, the 
impact of plant shoot chewing on wildlife is significant, as 
shown in Fig. 3. [12] Deer and roe deer play a significant role 
in bark damage because when their antlers mature they clear 
antlers on the trees. By cleaning their antlers on younger trees, 
they can completely destroy them. There is a special case of 
wild shoot chewing, when freshly planted saplings are 
damaged in the forest, because their growth can be severely 
hampered if the middle shoot is damaged. This type of damage 
can lead to the tree's quality being reduced and it becoming a 
bush. In Hungary, there are differences in the extent of 
damage caused by wild animals from county to county. Wild 

damage is determined by the type of crops grown in 
agriculture and the size of the natural areas where animals are 
present. The reduction of wildlife damage could be achieved 
by afforesting areas that were previously natural forests, but 
there are few examples of this in today's world as demand for 
food increases. Some counties have low levels of damage 
caused by wildlife, because damage is preventable and any 
damage can be detected early, so that early intervention can 
be taken to avoid greater damage. 

 

Figure 4. Amount of compensated agricultural wild damage by county [3] 

Fig. 4 displays the amount of agricultural [3] wild damage 
that has been compensated per 1000 ha. The measurement 
data covers the period of 1997-2011. The issue with the 
reimbursed agricultural wild damage is that the organization 
that is entitled to hunt must pay this amount to the organization 
that is carrying out the agricultural activity. In successive 
years, the compensation rate can be highly variable. 
Therefore, it is difficult to predict the cost of wild damage 
[13]. To prevent and reduce damage, hunting organizations 
employ a variety of methods. If the wild damage is high, the 
production capacity of the area is reduced because destroyed 
crops do not become food. This is not beneficial to the farmer 
either. It is advantageous to have communication between 
farming and hunting organizations about what is planned to be 
grown in the area and when. The number of wildlife damages 
recorded in Zala and Somogy counties was the highest during 
the four-year period. In Jász Nagykun Szolnok, Csongrád, and 
Békés counties, the damages were the lowest. The map 
indicates that the distribution of damages is not uniform, as it 
is greatly influenced by the local conditions [8]. The natural 
movement of wild animals depends on the population size, 
which can vary from species to species. Wild animal 
movement can be greatly influenced by the availability of food 
and water in the area. The Zala and Somogy counties have a 
high concentration of wildlife and intensive agriculture in the 
region. In addition to significant agricultural production, 
forestry is also practiced, which is not depicted on the map. 
Depending on the way the forest is managed, it can also affect 
agricultural damage, because forest management can also use, 
wildlife damage prevention methods that reduce the amount 
of land that can be accessed by wildlife in the long term. The 
installation of multi-year wildlife fencing can be used as a 
control method to prevent damage to plants and trees from 
herbivorous wildlife, which can have a negative impact on tree 
growth. Although the method is generally effective in the area, 
it has the disadvantage of limiting the area in the county that 
wildlife can use.  
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Figure 5. Wildlife damage compensation in Tolna county [3] 

Fig. 5 depicts the compensation for wild damage in Tolna 
County, broken down by years, in thousands of HUF per 1000 
ha. The HUF 500 000 threshold for wildlife damage in Tolna 
County was not reached in any year. The financial threshold 
for hunting organizations is even higher now. The financial 
compensation to be paid by the hunting organization can be 
relatively well estimated.  

 

Figure 6 Compensation for wild damage in Zala county [3] 

In Fig. 6, the compensation for wildlife damage in Zala 
County is shown in thousands of HUF per 1000 hectares, 
broken down by years. [7] The compensation for wildlife 
damage in Zala County has been several times higher or has 
reached 1000000 HUF. Wild management organizations in 
other areas of the country have a lower cost than wild 
management organizations in this area. In the Zala county it is 
more difficult to estimate the extent of damage caused by wild 
animals, because there are greater differences between years 
and it is therefore more difficult to predict the extent of 
damage. The threshold for HUF 500 000 per 1000 hectares is 
always exceeded by the years examined. 

 

Figure 7. Wild boar presentation [3] 

The relationship between boar density and game damage 
is shown in Fig. 7 [3]. A positive exponential relationship 
between wild boar and deer density and game damage was 
shown by Norbert Bleier in his doctoral thesis in 2014. The 
doctoral dissertation also included roe deer, but no such 
association was found in wild roe deer [3],[15]. 

III. CONTROL AND MEASUREMENT OF WILDLIFE 

DAMAGES  

The damage caused by wild animals in agricultural areas 
can be mitigated in several ways. The method chosen is 
determined by the nature of the area. Effective wildlife 
damage control requires a thorough understanding of the 
characteristics of the surrounding wildlife areas [11]. Some of 
the methods are designed for a short period of time and are 
seasonal, such as having an active hunter present in a 
sunflower field to alert. To effectively use this method, the 
organization responsible for the agricultural area must agree 
with the organization responsible for hunting and jointly 
organize the protection of the area. The damage caused by 
wild rabbits can be mitigated through the use of this control 
method. Depending on the area and rainfall, the duration of 
this control method is usually 2-3 weeks. Another approach is 
to use easily deployable small game nets for the same time 
interval. Small game nets that can be easily deployed are 
useful for this type of damage when it's not feasible for hunters 
to be present in the area. This type of net system can be 
damaged by a passing presence of large games in the area, 
which can reduce its effectiveness. Periodically, it is necessary 
to check the installed netting systems for damage.  It is 
important to organize the installation for a larger area before 
planting the seeds [17]. During the growth phase, agricultural 
crops should also be protected against wild damage, and this 
protection may vary depending on the type of crop. To prevent 
wild damage, it is crucial to know the location of the area to 
be protected, such as if there is a forest belt nearby. Traditional 
wire fencing is the simplest way to prevent wildlife damage 
on farmland that is adjacent to a woodland strip. The wire 
fence acts as a physical barrier, preventing the game from 
entering the cultivated agricultural land [4]. The disadvantage 
of a wire fence is that it is more difficult to use a large machine 
on the land and requires more attention from the operator. The 
free movement of game between fields is an issue with wire 
fencing.  If large areas are fenced, game can cause more 
damage to smaller farmland by simply passing through them, 
and if it feeds, losses can increase gradually. Areas that border 
forest belts are protected by electric fencing. The electric fence 
is high voltage, often hundreds of kilovolts, but the current is 
low, so it is not fatal to the animal when it is electrocuted, but 
the sensation is unpleasant. This is noted by the wild and 
avoided for a while. The handling is similar to that of a 
conventional wire fence, but the battery must be checked and 
replaced if necessary to ensure proper game protection. In 
addition to physical barriers, chemical alarm devices are also 
available. Chemical alarm devices commonly emit an odorous 
substance that irritates the game and causes it to avoid the 
barrier. There are multiple versions of these chemical alarms. 
One version of this is when ordinary rags are soaked in a 
chemical agent. The area is protected by the placement of 
these rags. It is necessary to change the soaked rags 
periodically because the chemical agent evaporates. A 
chemical wildlife alarm that is pre-made is available 
commercially and can be placed in the area you wish to 
protect. The effectiveness of these methods depends on the 
number of times the game is used in the area. Otherwise, the 
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game may become habitual and this method of control may 
not be effective. It is recommended to use them in conjunction 
with other methods for preventing wildlife damage. Another 
method for preventing wildlife damage is using ultrasonic 
game alarms. A high-frequency loudspeaker that emits a 
disturbing sound is used to operate ultrasonic game alarm 
systems. Battery-operated or battery-powered devices can be 
powered by a solar panel that charges the battery during the 
day.  

 

Figure 8 Solar panel powered ultrasonic game alarm [5] 

The ultrasonic game alarm device can be seen in Figure 8. 
To prevent wildlife damage effectively, it is necessary to place 
several of these devices in the same area. To maximize the 
effectiveness of the system, manufacturers suggest a distance 
of installation between devices. During the day, the solar panel 
can be used to power the system and charge its battery for 
night operation. The game can become accustomed to the 
constant operation of ultrasonic game alarms, which can result 
in ineffective alerts. In addition to the constant mode, there are 
other modes that detect motion in infrared and are only active 
when it is detected. These devices are more difficult for game 
to get used to in the field. The gas cannon is also used as a 
method of alarming the game. The gas cannon emulates the 
sound of a shot made during hunting.  

 

Figure 9. Gas cannon [1] 

The gas cannon is shown in Figure 9. The gas cannon is an 
effective game deterrent because the sound effect can 
resemble the sound of a gunshot. A PB cylinder and control 
electronics are necessary to operate the gas cannon. The 
control electronics are responsible for controlling the amount 
of gas entering the barrel and the ignition of the gas. Several 
game species can be deterred by the gas cannon. If the cannon 
is installed in a constant location, the game can become 
accustomed to its presence and sound. If the gas cannon is 

relocated several times, and the timer program is changed 
occasionally, the game will have more difficulty getting used 
to the presence of the gas cannon and will be more effectively 
deterred. Wild animals were deterred by previous methods. 
While animal deterrence in agricultural areas is important, it 
is not always sufficient. If the wildlife population in an area is 
overpopulated in relation to the area or is causing extensive 
damage to agricultural crops on a regular basis, a wildlife 
deterrent hunt should be ordered. To prevent wildlife damage, 
a hunt must be organized and the wildlife species that can be 
hunted during this time must be highlighted. There are also 
species within the huntable game species that should be 
protected in order to conserve and control the game species 
population [18]. The organization with the right to hunt can 
facilitate the work of the organization with the right to hunt by 
planting crops on the edges of the fields that facilitate the 
detection and evaluation of game, for example: alfalfa. The 
hunt in this case is a hunt from a hunting flock. Hunting flocks 
are usually those that can be relocated to another site for a 
successful wildlife damage control hunt, but this depends on 
the nature of the area. Wildlife damage avoidance hunting 
alone can reduce the amount of wildlife damage, the sound of 
the shots will cause different species to react in different ways 
over the long term. Some game species will avoid the area for 
a while, and some will return to the area immediately. 

 

Figure 10. Alfalfa band on the edge of a maize field [1] 

Fig. 10 shows a maize field with an alfalfa strip. This 
solution helps the success of the wildlife damage avoidance 
hunters. It is an extra burden for the farming organization, 
which not all farming organizations like, because it reduces 
the area they can devote to the crop they are targeting. The 
alfalfa has to be cut, which is extra work and time and fuel for 
the farming organization, but it also helps to control wildlife 
damage. Farming organizations that have suffered major 
wildlife damage since their business was established will take 
every opportunity to mitigate wildlife damage. 

IV. CONCLUSION 

Different kinds of damage can be caused by wild animals. 
The damage caused by wild animals places a financial burden 
on hunting organizations and causes damage to agricultural 
organizations. The common goal of these organizations is to 
decrease the amount and severity of damage caused by 
animals. Successful methods for preventing wildlife damage 
can vary. Good results can be achieved by considering ever-
changing circumstances and active observation. The objective 
is to create an effective wildlife warning system that uses 
modern science to help farmers detect wild animals damaging 
crops and thus reduce damage. Our plan is to develop an IoT 
system that will perform its task with the help of machine 
learning algorithms. Unfortunately, we could not find any 
scientific description or study of such systems. Therefore, for 
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its task specification, we have collected types of wildlife 
damage and types of protection, with which information we 
can then tune our own system. The next step of the work will 
be to prepare some system designs and then to select the 
appropriate one according to its feasibility and cost-
effectiveness. This work can be considered as a situation 
assessment for the further tasks. 
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Abstract— Nowadays, it's a common practice to create a VR 

demonstration tour, whether it's for an industrial plant virtual 

visit, educational material, or a real estate deal. Due to the high 

resource requirements, creating VR tour applications is still a 

challenge. Our paper examines the development possibilities of 

VR tour applications by demonstrating methods that can be 

implemented with relatively small human resources. 
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I. INTRODUCTION 

Nowadays, VR tour applications are present everywhere 
[1], [2]. They can help you explore the major cities of the 
world, while also taking you to dangerous places or virtual 
travel to exotic landscapes. It is also being utilized in industrial 
practice, such as education and real estate. Frequently used as 
a research methodology in the science, e.g. remote sensing [3] 
One might assume that building these applications would be a 
simple, routine task, but it's not the case. A true VR tour, 
which can be applied to virtual reality devices (Head Mounted 
Device – HMD), requires the creation of a 3D model of the 
area to be presented, which must be textured with the surface 
image of the area or device, i.e. to create a material whose 
pixels can be accurately projected onto the 3D surfaces by 
means of a suitable function [1], [4]. Such an application can 
be traversed at will, using all the degrees of freedom of the 
6DOF tool, and can be extended with additional interactive 
elements, which can provide extra information compared to 
the real traversal and enrich the experience of the tour. 
Interactive elements can include animations, text bubbles, 
video playback, location-based interactive text narration, 
avatars, etc. Such applications are being developed for robotic 
tasks, but are also used in health applications. Two ways or a 
combination of both can be used to produce these 3D 
models[6]. One way, which can be called the generative 
method, essentially works by building a 3D model of the area 
from 3D primitives based on measurements or plans[7]. The 
other generates a point cloud based on laser scanner mapping, 
which can be used to create a 3D mesh of the site, and then 
textured realistically with drawings or photographs of the area 
[7]. To implement these methods in practice, they often 

necessitate a significant amount of memory or computational 
intensity. By using automatic mapping methods, human labor 
input can be minimized. The larger the targeted area, the 
higher the cost of VR implementation, and it is not directly 
proportional to linear size, but proportional to the volume or 
to the mapped area, depending on the application, so the 
method is limited to smaller areas [5]. To perform these tasks 
with an acceptable use of resources, it is common to use a 
pseudo 3D solution for this purpose [8], [9]. This paper aims 
to provide a brief overview of methods for rapid 3D surveying 
and rapid techniques for building VR tour applications [9]–
[13]. Moreover, it will summarize their advantages and 
disadvantages, and present our own solution in comparison to 
commercially available or open source applications. 

II.  METHOD 

Data collection for VR tour applications 

The authors collected the data, taking into account the use 
of appropriate fast data collection methods. Fast data 
collection methods include the possibility of 360-degree 
photography combined with a laser scanner. The survey was 
made with a Ricoh Theta Z1 360° camera, with Matterport 
data recording application. 

Although the method is suitable for processing without 
connecting points, it is advisable to use point marks on 
external parts and in areas where similar patterns would 
appear on photographs. This method is called Assisted 
Alignment by the software. The marks have a unique shape, 
which ensures identification for spatial positioning. 

After visiting the area to be surveyed, these marks must be 
placed in such a way that they can be formed in the center of 
the images if possible (so that they suffer minimal distortion), 
i.e. at the same height as the camera. If this arrangement is not 
possible, we can also place them on the floor with adhesive 
tape so that they not move. In terms of the distance of their 
location, they should be approximately 4.5 meters from the 
recording locations and from each other. 

According to experience, in the case of highly detailed 
areas such as production lines, the quality of the final result 
can be improved by placing the positions more densely. 
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The geometric accuracy can be further improved and the 
processing can also be performed with other software if the 
3D positions of the recording locations are surveyed. This can 
be done using geodesic methods, we chose a GeoMax total 
station for the task. 

The photographing takes 2-3 minutes per position, the 
preparation time for each position is roughly the same, so the 
survey takes about 4-5 minutes per position. Surveying a 20-
meter production line takes 20-40 minutes, depending on the 
recording density and the complexity of the object. 

In principle, the processing in the Matterport software is 
automatic, but experience shows that the automatic alignment 
function is not the most reliable for this type of application, 
and therefore involves significant manual work. The reason 
for this is that alignment errors affect every subsequent survey 
position, so dozens of positions often had to be placed 
manually, and the software was often unable to transform the 
data to the right place the first time. 

Overall, it can be stated that, contrary to the promises, it is 
difficult to achieve a suitable result, at least in an industrial 
environment, with automatic methods or the use of 
Matterport, professional photogrammetry software or 
geodetic procedures may be required. 

Rapid implementation techniques for VR tour 
applications 

The implementation of VR tour applications based on real 
3D models is a very labor and resource (storage space, 
computational capacity) intensive task, therefore a simplified 
solution is attempted, which can be placed between 2D and 
real 3D depending on the solution used. The solution is based 
on the fact that the object photographed can essentially be 
considered as the interior of a spherical surface. More 
precisely, it is a spherical slice on a roughly flat basis. The 
human eye can perceive two different images in stereoscopic 
vision, but it is only noticeable for relatively close objects. The 
spatial vision of distant objects is determined by their relative 
size and occlusion. These are the basis for how the brain 
arranges the virtual space. Creating a spatial experience can 
be achieved by projecting a 360° image onto the inside of a 
spherical or cylindrical surface. 

 

The UV mapping procedure's basic principle is shown in 

Fig. 1. In this method function  is used to switch between the 
world coordinate system and the coordinate system of the 

image object, and another function  is used to switch 
between the two-dimensional coordinate system of the image 
and the three-dimensional coordinate system of the body, or 
in many cases the polar coordinates of the sphere. Φ: 𝑆 → 𝑇   

                                     ∶ (𝑥, 𝑦, 𝑧) ↦ (𝑢, 𝑣).  (1) 

Where S is the surface in the world space and T is the surface 
in the texture space, u, v are texture coordinates and x,y,z are 
the 3D world coordinates 

To calculate the UV mapping, most software divides the 
3D object surface into smaller polygons (vertices), and the 
calculation can be easily done based on the normal vector of 
each polygon (Fig. 2). There is nothing to do but to negate the 
normal vectors, then the projection is made onto the inside of 
the sphere surface and a pseudo 3D illusion is created when 
viewed from inside the sphere. If the projection is not 
distorted, then the user can rotate the head around any axis and 
the experience is sustained, and if the size of the displayed 
scene is large enough, even small displacements will not break 
the VR experience. For larger displacements, the 3D nature of 
the objects already causes the spherical projection to be 
distorted and the deception becomes obvious. The size of the 
sphere chosen is an important issue, because with a small 
sphere the 3D illusion can be broken very easily, while with a 
very large sphere the computer graphics problems of remote 
projection are a problem. The other option is an intermediate 
solution between 3D modelling and spherical projection, with 
a slightly more detailed survey by creating a 360 image and 
providing markers to measure dimensions. To create a more 
realistic VR image, a 3D model of the surveyed area can be 
calibrated and projected onto it. Linking different locations is 
difficult or impossible due to the markers. 

 

III. RESULTS AND DISCUSSION 

The experience with the three software solutions identified 
is summarized in Table 1. Matterport's software is excellent 
because it facilitates the site survey and then the development 
of a 3D tour application. The application that is resulting has 
excellent image quality and is not distorted. The disadvantage 
of the system is that it is mainly comfortable to use on a 
computer monitor, but it is even more difficult to use on a VR 
HMD device, and the survey and VR tour design requires a lot 
of human labour and geoinformatics expertise. Good quality, 
simple applications can be created without storing extra 
information, and 360° images can be exported from the 
system. In order to create a VR tour application in a VR 
creator software, we tested VR packages that can be installed 
using Unity Engine. Unfortunately, both packages we tried 

 

Figure 1: Base concept of UV mapping from rectangular map to a 3D 

shape. 

Figure 2 Mapping onto sphere and cylinder with help of the surface 

normals. It is projected onto the  outer side, because of the direction of 

the surface normals. If the aim is to map onto the inner side of the 

objects, the direction of the surfuce normals should be reverted. 
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had fundamental problems. The Vour package is a simple VR 
framework in which a VR application can be developed in a 
user-friendly way by filling out a form in a control interface 
without any VR expertise[9]. The same drawback of the 
system is that there are no scripting options at all to speed up 
the work of the more experienced, making it an almost 
impossible task to set up a larger tour. In addition, there are a 
number of graphical issues with the software. One of the 
problems is that it does not support the HDRP graphics 
pipeline and as a result the image quality of the VR application 
is quite poor. There is a tendency for the picture to be blurred. 
The graphics engine renders the pixels as a distant image 
because the image is projected onto an infinite sphere, 
resulting in a loss of resolution. Because it places the user 
origin in a large sphere, the user's position is always in the 
center of the space, so for high interiors it is not possible to get 
a realistic height viewpoint and it gives the effect of looking 
down from very high up, the VR space becomes 
disproportionate. The editing interface of Digital Salmon's 
application[11] is more advanced, making it easier to edit 
sophisticated views. The software's spatial handling is 
comparable to the one mentioned earlier, and the graphical 
problems mentioned earlier are also present. 

Our ÓE VRTour application was created to 

compensate for the disadvantages in Table 1, and we achieved 

the following outcome. The user origin is placed in a scalable 

sphere for imaging. 

TABLE I. COMPARISON OF VR SOFTWARES 

 Vour[9] Digital 

Salmon[

11] 

Matterport

[14] 

ÓE 
VRTour 

3D modell infinite 

size 

sphere 

infinite 

size 

sphere 

rough 3D 

model of 

the target 

parametric 

sized 

sphere 

UI user 

friendly 

non 

scriptable 

user 

friendly 

non 

scriptabl

e 

user 

friendly non 

scriptable 

scriptable 

Exra 

elements 

(video, 

textblocks, 

voice) 

+ + - + 

Resource 

need for 

VR tour  

time time time+ 

expertise 

expertise 

Image 

Quality 

Poor Poor Excellent Normal 

Target 

device 

HMD HMD Screen HMD 

VR 

artifacts 

yes yes no minimal 

 

 

As the sphere is scalable, it is advisable to choose the 

size of the sphere to match the height of the ceiling, which in 

the example shown is 4m. Within this, the user origin should 

be adjusted to the normal human eye level. In the future this 

will be calibrated for different body heights, currently the 

software is fixed at 1.6m eye height. As shown in Fig. 3, the 

360°Image is projected by the software onto the surface of the 
sphere. A special shader program is used to project not only 

the outer but also the inner surface. The vertex density 

(number of polygons) of the used spherical model was set to 

dense in a 3D modelling application, so that the texturing is 

more accurate. Fig. 4 shows the 360°Image has already 

projected onto the sphere, and you can see that the contour is 

quite smooth and circular due to the increased number of 

polygons in the mesh. The resulting VR experience can be 

seen from inside the sphere (Fig. 5). It can be seen that the 

resulting image is of good quality, proportional, roughly color 

correct, i.e. it can deliver the VR experience needed. 

Unfortunately, the image quality is still not perfect, as the 

graphics engine applies lossy compression during rendering to 

achieve a proper computational intensity for 90 fps 

processing, which causes a minor degradation in quality.  

 

 
Figure 3. 360°Image of Industrial Robotics 

Laboratory of ÓE AMK. The image is projected onto 
the spherical vertex. 

 
Figure 4. Image projected onto the outer surface of the sphere 
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Commercially available software allows 3 degrees of 
freedom of movement, which means rotating the head around 
3 axes. Our own software has slightly extended this to 6 
degrees of freedom, which in practice allows 3 degrees of 
freedom of rotation and 3 degrees of freedom of small 
displacement of up to 0.5m. The distortion caused by the 
projection of the sphere is already present in this larger 
movement. A collider object that is placed inside the sphere 
limits displacements above 0.5 m and prevents exit from the 
sphere. The result of the running application is shown in Fig. 5 
The application is easy to use for a person with little 
programming knowledge, because after importing the images, 
the VR tour script essentially builds the tour based on a sheet, 
and this sheet has to be edited and parameters added. 
Additional information, like a text block as depicted in the 
figure, can also be displayed by the application, and it can also 
play a video. The app is equipped with a map navigation 
assistant, where you can see the planned route on a map, but 
you can also navigate in the displayed world individually 
based on the map. 

IV.   CONCLUSION 

VR tours apps have become very popular. Many of these 
applications can be seen on the internet and we also receive 
orders for them as development tasks. VR tours are being 
developed by many institutions to demonstrate their 
infrastructure. Experience has shown that there are only a few 
VR tour applications that are truly good quality and provide 
the right user experience on HMD devices. The reason for this 
is that the fast VR tour development methods are not meeting 
the modern requirements. We have analyzed the available 
software solutions and rapid VR development options that are 
relatively cost-effective. Despite the fact that this genre may 
seem trivial, there are no truly challenging applications in the 
market for its development, as it was found. Our own VR 
framework was created because of this reason. This 
publication presents the first step that is usable. Our software 
is superior in certain aspects to the other softwares that were 
tested. The quality of the image, image proportions, and user 
degree of freedom have been improved.  Our VR application 
has some essential elements that can enhance its quality 

compared to other software. However, it was developed for 
our own purposes and now some fashion functions are 
missing. We are optimistic that we will be able to develop our 
application further and create a product that can be published 
in the future. 
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Figure 5 Image projected onto the inner surface of the sphere and the 

user is in the center of the sphere and the image gives real VR 

experience. 
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Abstract— The main purpose of 3D scanning is to 
create a three-dimensional model of the scanned object. 
There are several different standard formats for 
describing 3D models, for example, those where the 
geometric shape of an object is specified by a set of slices, 
where the surface of the object is approximated by a 
triangular mesh. However, in a number of tasks, such as 
automatic generation of the trajectory of a robot 
processing a surface, an analytical description of the 
surface is most convenient. Often the scanned surface 
cannot be approximated by a smooth function with 
acceptable accuracy. However, the use of the surface 
segmentation procedure makes it possible to construct 
an analytical representation of the reconstructed surface 
by a piecewise continuous function. Segmentation is the 
division of a complex surface into geometrically 
homogeneous sections. Often, within a segment, the 
restored surface allows a simple analytical description. 
The paper describes a surface segmentation method 
based on calculating Gaussian and mean curvature for 
local surface approximations by second-order 
polynomials. 

Keywords—surface restoration, point clouds, 
segmentation.  

 

I. INTRODUCTION  

The use of surface restoration methods is widespread in 
many fields of science and industry, including computer-
aided design, medical imaging, safety monitoring, urban 
architectural renovation, reverse engineering, etc. 

Surface reconstruction algorithms differ in terms of 
input point data and output reconstructed surfaces, where 
the input data can range from a single depth image to a point 
cloud or a point cloud with normals or scales, and the 
structure of the result can be divided into a surface 
representation, which is a parametric surface implicit 
surface or triangulated surface mesh, and dependence on the 
input data, in which the degree of dependence on the input 
data can vary from interpolation of all input data to 
interpolation of a subset of input data or approximation of 
input data [1]. 

The initial and important step in surface restoration is 
data acquisition or data collection. The data used to 
reconstruct the surface of objects is usually collected by 
scanning existing objects using 3D technology and is 

obtained in the form of structured or unstructured point 
clouds. A point cloud is considered unstructured when it 
lacks connectivity information and structural information 
such as edge and face information. Typically, unstructured 
point clouds contain only spatial location information, 
accompanied by noise, incompleteness, and sampling 
irregularity [2]. 

To solve the difficulties that arise when working with 
unstructured point clouds, a number of surface restoration 
methods have been proposed in the literature, for example, 
also in [2] these methods include interpolation methods, 
approximation methods, learning-based methods, and soft 
computing surface restoration methods. The predominant 
surface restoration methods are the triangular mesh method, 
the 3D surface fitting method, and the surface restoration 
algorithm based on regional expansion [3]. 

Many surface reconstruction problems from point clouds 
can be more or less solved using various regularizations of 
surface geometry, but the problems of mismatches, missing 
points, and outliers remain unresolved, although data-driven 
approaches using deep learning show significant promise for 
surface modeling and reconstruction, including their ability 
to overcome various data deficiencies, systematic 
experiments suggest that these methods are difficult to 
generalize to complex shape reconstruction [4]. 

The process of constructing a 3D model of an object, in 
turn, occurs in 3 stages. At the first stage, the scanning plane 
is divided into many circles of the same radius, forming a 
coverage of the scanning area. The surface inside the circle 
is approximated by a second-order surface. At the second 
stage, surface segmentation is carried out, and small areas 
with completed local approximation are combined into 
geometrically homogeneous macroregions. At the third 
stage, the optimal parameters of the model as a second-order 
surface are calculated for each region. 

II. METHODS 

An important factor for the successful use of a point 
cloud when creating a 3D model in surface restoration is the 
segmentation stage. Segmentation is the division of a 
complex surface into geometrically homogeneous sections 
and reference points within the area in which point scanning 
with a simple analytical description will be performed. The 
greatest difficulty in building an adequate analytical 3D 
model is a surface with sharp kinks, since existing 
segmentation methods are mainly optimized for 
approximating smoother surfaces. Therefore, solving the 

68 / 177

AIS 2023 – 18th International Symposium on Applied Informatics and Related Areas                   

mailto:akrassavin@ektu.kz
mailto:akadyroldina@gmail.com
mailto:maralsamekenova@mail.ru
mailto:dalontseva@ektu.kz
mailto:akussaynmurat@edu.ektu.kz


problem of surface segmentation remains relevant in the 
field of 3D scanning to enable scanning and analysis of all 
types of surfaces. The new segmentation algorithm used in 
this work has been proven and presented in detail in 
publications [5-9]. 

The immediate result of the scanning procedure is the 
so-called point cloud - an unstructured set of sets of spatial 
coordinates of points belonging to the scanned surface. The 
method of surface reconstruction from 3D scanning data 
described in the article was developed for processing data 
from a 3D scanner based on a laser triangulation distance 
sensor. Data from triangulation distance sensors are 
characterized by a high degree of noise, which does not 
allow the use of direct surface restoration methods. The 
proposed method is designed to reconstruct a surface from 
noisy data. Another important feature of the method is the 
output format of the recovery procedure. The proposed 
method constructs an approximation of the scanned surface 
by a piecewise smooth analytical function of two variables. 
Below we present a number of assumptions made when 
developing the method. It is assumed that the scanned 
surface can be described by the function z(x,y), where z can 
be interpreted as the distance from a point on the surface 
with coordinates (x,y,z) in three-dimensional space to the 
XY plane (interpret z as the height of the point above the 
XY plane) . The cloud of points is an unordered set of sets 
of coordinates of points 𝑃𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖)  (index i varies in 
the range from 1 to N, where N is the number of points equal 
to the number of distance measurements taken during the 
scanning procedure from the sensor to the scanned surface) 
in a three-dimensional Cartesian coordinate system. It is 
assumed that the projections of points onto the XY plane 
define a certain closed region D on the plane (“minimal” 
region covering all projections of cloud points onto the XY 
plane). (Note: the boundary of this area will, of course, be a 
polygon, the vertices of which will be the projections of 
some points of the cloud onto the plane.). The process of 
constructing a 3D model of an object, in turn, occurs in 3 
stages. At the first stage, the area D is divided into many 
overlapping circles of the same radius, forming a covering 
of the scanning area D. The surfaces inside the circle are 
approximated by a second-order surface. At the second 
stage, surface segmentation is carried out, and adjacent 
small areas with a similar geometric structure are combined 
into geometrically homogeneous macroregions. At the third 
stage, the optimal parameters of the model as a second-order 
surface are calculated for each homogeneity region. The 
originality of the proposed method lies mainly in the 
segmentation procedure. 

The main idea of the proposed segmentation method is 
to use, as criteria for the similarity of the geometric structure 
of surface areas, two numerical characteristics of a smooth 
surface area - average and Gaussian curvature at point P 
belonging to the surface area (it is assumed that this point 
represents one way or another a certain geometric center of 
this surface area ). As is known, a paraboloid touching a 
smooth surface at point P has the same values of these 
quantities (Gaussian and mean curvature) at the point of 
contact as the surface. Moreover, based on the direction of 
the normal to the surface at point P and the values of the 
average and Gaussian curvature of the surface at this point, 
one can unambiguously reconstruct the paraboloid tangent 
to the surface at point P. Thus, if a group of adjacent 
sections of the surface has close (ideally coinciding) values 

two of these parameters, then these areas can be combined 
into one “large” fragment of the surface, which can be 
approximated by a second-order surface. Below we will 
concretize what was said above, indicating the exact 
geometric meaning of the concepts of mean and Gaussian 
curvature and present a method for calculating the mean and 
Gaussian curvature from the coefficients of local 
approximation of the reconstructed surface by a second-
order polynomial. 

The concept of surface curvature is closely related to the 
concepts of principal directions at a point on the surface. In 
turn, the concept of principal directions naturally arises from 
consideration of the question of the curvature of curves on a 
surface passing through a given point on the surface. Let γ 
be a curve on an elementary surface Φ defined by the 
parametric equation 𝑟 = 𝑟(𝑢, 𝑣). Let us define it by an 
equation with a natural parameter: 𝑟 = 𝑐(𝑠), 𝑐(𝑠) =𝑟(𝑢(𝑠), 𝑣(𝑠). Let 𝑃 ∈ γ, 𝜈 is the unit vector of the principal 
normal to γ at point P, and n is the unit normal vector to the 
surface. Let 𝜃 = ∠(𝜈, n)), and k is the curvature of the curve 
γ at point P. Let us denote 𝑘0 = 𝑘|𝑐𝑜𝑠𝜃|,  where �̈� ∙ 𝑛 =𝐿(�̇�)2 + 2𝑀�̇��̇� + 𝑁(�̇�)2 = II(�̇�, �̇�). 

As γ we consider the curve that is obtained in the section 
of the surface by the plane α passing through P parallel to 
the vector n (Fig. 1). Then the vector of the main normal ν 
to the curve γ at point P will lie in this plane and will be 
perpendicular to the tangent. This means 𝜈||𝑛 and |𝑐𝑜𝑠𝜃| =1 ⇒ 𝑘0 = ±𝑘. Therefore, the value k_0 is called the 
curvature of the normal section of the surface at point P in 
the direction of the curve γ or normal curvature. Let us give 
this quantity a sign so that the formula is correct 𝑘0 = II(𝑐′,𝑐′)I(𝑐′ ,𝑐′)      (1) 

It is in this formula that Meusnier’s theorem lies. 

We see that the value 𝑘0 does not depend on the choice 
of a specific parameterization of the curve γ, but depends 
only on the direction of the tangent vector 𝑐′ at point P. 
Therefore, we can determine the normal curvature of the 
surface in the direction of the vector ξ lying in the tangent 
plane: 𝑘0 = II(ξ,ξ)I(ξ,ξ)     (2) 

 

 
Fig. 1. γ curve in a section of a surface by a plane α passing through P 

parallel to the vector n 

By choosing an orthonormal basis, any quadratic form in 
Euclidean space can be reduced to diagonal form. This 
means that by choosing an orthonormal basis (𝑒1, 𝑒2)  in the 
tangent plane π to the surface Φ at a given point P, we can 
reduce the II quadratic form to a diagonal form: 
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II(ξ, ξ) = 1 ∙ 𝜉12 + 2 ∙ 𝜉22   (3) 

Since the basis is orthonormal, then I(ξ, ξ) = 𝜉 ∙ 𝜉 =𝜉12 + 𝜉22. 

Let us denote 𝑆1 = {𝜉||𝜉| = 1} - the set of all unit 
vectors from the tangent plane. Their ends form a circle. 
Then for 𝜉 ∈ 𝑆1  we have I(ξ, ξ) = 𝜉 ∙ 𝜉 = 1. 

Let 𝛼 will be the angle between vectors 𝑒1 and ξ, and 
k(α) the normal curvature of the surface in the direction of 
vector ξ. Then 𝜉1 = |𝜉|𝑐𝑜𝑠𝛼, 𝜉2 = |𝜉|𝑠𝑖𝑛𝛼. 

Substituting this into (3), we get 𝑘(𝛼) = 1 ∙ 𝑐𝑜𝑠2𝛼 + 2 ∙ 𝑠𝑖𝑛2𝛼   (4) 

This formula is called Euler's formula. It follows from it 
that the maximum and minimum of the function 𝑘(𝛼)  are 1 
and 2, and they are achieved at 𝛼 = 0 and 𝛼 = 𝜋 2⁄ , i.e. in 
the direction of vectors 𝑒1and 𝑒2.. 

Numbers 1 and 2 are called the principal curvatures of 
the surface at point P, and the directions of the vectors 𝑒1 
and 𝑒2  are called the principal directions of the surface at 
point P. The value 𝐾 = 1 ∙ 2 is called the Gaussian 
curvature of the surface, and 𝐻 = 12 (1 + 2)  is the mean 

curvature . According to Vieta's theorem, 1 and 2 are the 
roots of the quadratic equation 2 − 2 ∙ 𝐻 ∙ 𝜆 + 𝐾 = 0    (5) 

Thus, knowing K and H, we can find 1 and 2. 

For each point, the four local curvature values K, H, 
values 1 and 2 can be automatically obtained as functions of 
the coefficients of the approximating polynomial. In 
addition, such curvatures are invariant to the adopted 
reference system, which is a very important property when 
analyzing the shape of a surface, that is, depending on the 
average and Gaussian curvature and their combination, the 
type of surface being approximated is determined. 

III. RESULTS AND DISCUSSION 

After carrying out the local approximation procedure in 
all microregions, based on the data obtained, the second 
stage of constructing an analytical surface model is carried 
out - segmentation. To identify geometrically homogeneous 
areas of the scanned surface, we used one of the variants of 
the so-called region growing algorithm. Algorithms of this 
family are widely used in image processing technology to 
select areas in digital images that satisfy a certain specified 
criterion (for example, to select areas of the same color in 
color images). The region growth algorithm is very similar 
to the well-known wave algorithm in computer science (also 
known as Lee’s algorithm [10]) for finding the shortest path 
between the vertices of a graph. The input of the algorithm 
is a graph. The vertices of the graph are the centers of 
circles (areas in which the surface is locally approximated 
by second-order polynomials), forming a rectangular grid. 
The mesh spacing is chosen so that the circles form a 
covering of the plane. 

The algorithm operates with two sets of vertices (grid 
nodes) - a boundary, which can be considered as the front of 
a propagating wave, and a set of marked nodes, which 
includes internal points of the area limited by the boundary 
polygon (relatively speaking, these are points along which 
the wave has already “passed”). 

At the initialization stage, the set of boundary points 
consists of one element - the starting point, and the set of 
marked points is empty. Wave propagation is simulated by a 
procedure that constructs a new front based on the current 
position of the front. In this case, for each point included in 
the boundary (front) set, all points adjacent to it are viewed. 
If any of the adjacent points is not included in either the set 
of boundary or the set of marked points, does not belong to 
the new boundary being constructed and satisfies the 
similarity criterion, then it is included in the new boundary. 
In fact, at the stage of wave propagation, a simulation of the 
construction of a wave front occurs using the Huygens 
principle, i.e. each point of the wave front is considered as a 
point source of spherical waves. The iterations of 
constructing a new front (a set of boundary points) are 
resumed until it turns out that the procedure for constructing 
a new front returns an empty set (further expansion of the 
region is impossible). 

The surface segmentation algorithm is based on the 
procedure for constructing a region of homogeneity at a 
selected starting point, as a sequence of iterations, 
schematically depicted in the block diagram shown in 
Figure 2. 

The algorithm is a variation of the exhaustion method. 
The set of points that do not belong to any of the constructed 
homogeneity regions (indicated in the block diagram as the 
FreePoints set) is initially initialized by the entire set of 
vertices (centers of circles that define the local 
approximation regions). Using the GetSeedPoint procedure, 
a starting point is selected from the current set of free points 
(points that do not belong to any of the already constructed 
regions) for constructing a new region. The homogeneity 
region constructed from the selected starting point is added 
to the set of homogeneity regions NewRegions, and the 
points included in this region are removed from the 
FreePoints set. 

 

 

 

Fig. 2. Flowchart of surface segmentation algorithm [5] 
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The procedure is repeated until the number of points that 
do not belong to homogeneity regions is less than a given 
number (strictly speaking, the IsEnough procedure does not 
simply check the number of free points, but finds connected 
regions in the set of remaining “free” points and estimates 
the sizes of connected regions) . During the experiments, we 
tested several different algorithms for selecting a starting 
point. According to our observations, a preferable selection 
algorithm is based on an analysis of the distribution of the 
parameter K, in which the point at which the value of the 
parameter K is closest to the “most probable value” found 
from the distribution is selected as the starting point. The 
last stage of the algorithm for constructing an analytical 
surface model - constructing an approximation in regions of 
homogeneity is quite standard and does not need 
description. 

To restore the surface from 3D point scanning data, a 
computer program was developed in the C# programming 
language using the freely distributed IDE Microsoft Visual 
Studio Express 2017. The program takes as input a set of 
three-dimensional coordinates of surface points, the so-called 
point cloud, measured during the 3D scanning procedure . It 
is assumed that coordinate measurement data can be 
significantly noisy, so direct methods for surface 
reconstruction are not adequate for the task. The program 
builds a piecewise linear function of two variables 
(polygonal representation of a 3D surface), approximating 
the scanned surface, allows you to save a description of the 
reconstructed surface (strictly speaking, a polygonal 
approximation of a function of two variables describing the 
surface) in a text file for further use, and also visualize the 
resulting surface model . The interface of the developed 
program and images of the models obtained on it can be seen 
in Figures 3-5. 

 

 
 

Fig.3. Screenshot of the main program window before loading data 
(immediately after starting the program) 

 
 

 
 

Fig. 4. Screenshot of the resulting model in three-dimensional space 
(top view) 

 

 
 

 
Fig. 5. Screenshot of the resulting model in three-dimensional space, 

obtained by simulating rotations 

 

IV. CONCLUSION 

In this study, an original algorithm for the surface 
segmentation procedure was developed with the 
construction of an analytical surface model, which creates 
convenience for solving the problem of automatically 
generating a robot trajectory. This method is based on 
calculating Gaussian and mean curvature for local 
approximations of the surface by second-order polynomials. 
The algorithm is based on the use of a local parametric 
model and the subsequent combination of local surface 
sections with a homogeneous geometric structure, which 
allows, without a priori assumptions about the geometric 
structure of the surface, to build an analytical 3D model of a 
surface with a complex structure. 

Using a new algorithm developed, a program for surface 
restoration based on 3D point scanning data is proposed, 
which takes as input a set of three-dimensional coordinates 
of surface points, the so-called point cloud, measured during 
the 3D scanning procedure. The program allows you to save 
a description of the reconstructed surface in a text file in the 
form of a polygonal approximation of a function of two 
variables describing the surface for further use, as well as 
visualize the resulting surface model. 

Since the software prototype was created, it was tested on 
the basis of synthetic data that was generated independently. 
Comparisons with existing methods were not carried out. 
Although we are satisfied with the results of the experiment, 
but this is not enough, additional work needs to be done to 
create software for comparative research.  Software metrics 
were not obtained, since the software was created solely to 
indicate the operability and suitability of the algorithm. 
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Abstract—The article presents a new method for the 
identification of flat curves invariable to subgroup of 2D 
transforms (rotation and zooming). The key idea of the 
proposed method is that a flat curve is associated with a 
function of one variable specified on a fixed interval. This 
function, which we will call the characteristic curve function, is 
used directly in the feature extraction process. Namely, the 
coefficients of the Fourier series of the characteristic function 
of the curve are used as a set of features in the proposed 
method. The method was developed for handwritten character 
recognition tasks. In these applications, the input to the 
procedure was polylines obtained by applying a line extraction 
algorithm to a digital image. But the proposed method is also 
suitable for smooth plane curves identification. The article also 
discusses the possibility of applying the main ideas of the 
method to some robotics problems. 

Keywords—flat curve identification, image recognition, 
symbol recognition.  

I. INTRODUCTION  

Image recognition has consistently remained a 
prominent research topic within the realm of computer 
vision. Its primary objective is to instruct models in the 
automatic identification of object categories present within a 
provided image. Image recognition technology emulates the 
cognitive process of human visual perception using 
computer technology, modern information processing 
techniques, and other technical tools. It involves extracting 
image features through various image processing methods 
and utilizes these extracted features as the foundation for the 
ultimate classification and recognition of objects within 
images. Over the past few years, as machine learning and 
computer vision have experienced rapid advancements, 
image classification and recognition have gained widespread 
application across diverse domains [1, 2].  For instance, it is 
employed in security for facial recognition technology, in 
transportation for vehicle recognition, and in aerospace for 
aviation remote sensing, among other areas. 

In the initial stages of image recognition, the 
predominant approach was based on manual features. This 
approach encompassed several fundamental steps, including 
image preprocessing, extracting image characteristics, and 
designing classifiers. A critical aspect of traditional image 
recognition methods was the careful selection and design of 

these manual features. These manual features typically 
encompassed attributes like color, texture, shape, and 
gradient, and specific examples included techniques such as 
Histogram Of Oriented Gradient (HOG), LocalBinary 
Patterns (LBP), Scale Invariant Feature Transform (SIFT), 
Speeded-Up Robust Features (SURF), and Scale invariant 
localternary pattern (SILTP). While this traditional approach 
demonstrated effectiveness for straightforward images, it 
fell short in terms of accuracy when confronted with more 
intricate or subtly distinct images, failing to meet the actual 
requirements of such applications. 

The process of identifying graphical patterns stands out 
from other methods of pattern recognition due to its distinct 
approach. It involves several preliminary stages of 
preprocessing the input information. In the initial phases, the 
image undergoes transformations to make it suitable for 
subsequent analysis. Following this, a critical step involves 
selecting the type and quantity of informational attributes 
that can facilitate pattern recognition, whether with or 
without a reference sample [3]. 

Among these methods, the most crucial stage is the 
selection of informative attributes. These attributes play a 
pivotal role in distinguishing a pattern from a group of 
surrounding objects. Gostev, and Sevastianov   in 
paper [4] presented the results of a methodology developed 
to establish a set of properties that remain invariant under 
such two-dimensional affine transformations. They explored 
two metrics that can be used to identify curves using a set of 
properties generated in a preprocessing step.  

The proposed method for identifying plane curves was 
developed for use in handwritten character recognition 
tasks. Although applications of the method are not limited to 
the field of optical recognition of handwritten characters, in 
this article we will use examples from this area in which we 
have accumulated some experience. We focused our 
attention on character recognition methods based on 
transforming character images into a planar graph. 
According to the definition of a planar graph, there is a one-
to-one mapping of the set of vertices of the graph to the set 
of points on the plane. Accordingly, each graph edge 
corresponds to a line segment in the plane, and the segments 
corresponding to different edges can intersect only at the 
end points. Each path in the graph corresponds to a simple 
polyline on the image plane. Suppose we have a digital 
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photo of handwritten symbols drawn with thin lines (for 
example, written in pen on paper). After applying the 
conversion procedure to this image, each isolated symbol 
will correspond to a connected component of the resulting 
planar graph. The curves forming the images of the symbol 
will be approximated by polylines (simple or closed) 
corresponding to the paths and cycles in the graph (see 
Fig.1). We have developed two algorithms for converting a 
raster image to a planar graph.  

We developed software that implements these 
algorithms and used it for experiments with character 
recognition of decimal digits on real photos. Immediately, 
we note that the input data for character recognition 
procedures, including the feature extraction procedure, are 
the connected components of the planar graph. Thus, the 
planar graph obtained as a result of applying the conversion 
procedure contains all the necessary information for 
recognition, and after converting the image into a planar 
graph, the original image is not used in the recognition 
procedures. 

 

Fig. 1. A fragment of a digital photo (left image) and a screenshot of 
the “GraphRedactor” window (right image) with the image of the planar 
graph of the digit symbol “9” obtained when converting an image into a 
graph. 

The key idea of the proposed flat curve identification 
method is the use of a special function to identify the shape 
of a simple smooth curve without self-intersections. We 
called this function the "curve angular characteristic 
function." This characteristic is invariant with respect to 
such transformations of the plane as rotation and zooming, 
which makes it very convenient for use in curve 
identification tasks. The mathematical construction of the 
function of the angular characteristics of the curve is easily 
transferred to simple broken lines. We use the vector 
coefficients of the window Fourier transform as a feature 
vector for identifying the polylines corresponding to the 
paths in the planar graph. The concept of the function of the 
angular characteristic of a curve is discussed in detail in the 
section “Function of the angular characteristic of a curve”. 

II. METHODS 

Graph analysis and angular characteristic function 

There are two types of geometric primitives that we can 
directly classify using the methods proposed in this paper, 
namely, curves without self-intersections with two ends and 
closed curves without self-intersections. In the planar graph 
of the symbol, the objects of the first type correspond to the 
paths between the vertices of the graph, and the objects of 
the second type correspond to the cycles of the graph. Some 

symbols of decimal digits (for a specific spelling) are 
objects of the first group (for example, numbers 1 2 3 5), 
and their planar graphs are trees with two leaves. Obviously, 
if the planar graph is a tree whose vertices 𝑣1 and 𝑣2 are 
leaves and the graph has no other leaves, then a broken line 
corresponding to the path in the graph connecting the 
vertices 𝑣1 and 𝑣2 will be the most suitable object for 
classifying. But even if the connected component of a planar 
graph is a tree, then in more complex cases, the choice of 
paths between the vertices to classify this component 
becomes a task that allows for many solutions. For example, 
planar graphs of decimal digits 4 and 7 (in some cases of 
spelling) are a ‘cross’, i.e., a tree with 4 leaves, only one 
vertex of which 𝐴 has a degree greater than 2 (more 
precisely 𝑑𝑒𝑔(𝐴) = 4) (see Fig. 2). In any case, it is 
necessary to apply some combinatorial procedures to select 
a classification scheme for such objects. For example, we 
can choose two unordered pairs from the set of the leaves of 
this tree, and use paths between pairs of vertices (B, D) and 
(E, C) for recognition. But it is clear that even if these paths 
are recognized as elements of the digit "4", this does not at 
all mean that we can classify this planar graph as the symbol 
of the digit "4". It is necessary to carry out additional 
procedures, based on the results of the first stage of  
classification, namely, to classify paths between the vertices 
(B, E) and (D, C). 

 

 

Fig. 2. Symbols of decimal digits ‘7’ and ‘4’ has same planar graph 
topology. 

Thus, the results of the graph analysis stage determine 
the rules by which the classification procedure will be 
conducted. Graph analysis can be called a topological 
analysis of a planar graph. In some cases, the information 
obtained as a result of this analysis in combination with the 
results of the classification of geometric primitives may not 
be sufficient to classify a symbol as a whole. In such cases, 
the application of ‘metric’ algorithms of computational 
geometry, such as calculating areas of polygons, calculating 
the angles between lines, etc., are required. But in most 
cases (when recognizing digit characters), the role of such 
methods of computational geometry is insignificant, 
compared to the value of graph analysis methods and the 
recognition of geometric primitives. Thus, the fundamental 
role of the graph analysis procedure is to choose the 
recognition scheme for the connected component of the 
planar graph. But during the analysis of the graph, the 
procedures for eliminating artifacts that arise when 
converting an image into a planar graph are also performed. 
As mentioned above, we assume that each symbol 
corresponds to a connected component of a planar graph. Of 
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course, the first stage of image graph analysis is to find the 
connected components of this graph, and further graph 
analysis procedures are applied to each component. Below 
we describe the procedures for constructing the spanning 
tree of the connected component of the graph and generating 
cycles. In the course of these procedures, the elimination of 
artifacts is carried out and it is determined whether the 
component is a tree, or a graph having cycles. Below we 
describe the procedures for constructing the spanning tree of 
the connected component of the graph and generating 
cycles. These procedures are the first stage of analyzing a 
connected component of a planar graph. During these 
procedures, the elimination of artifacts is carried out and it 
is determined whether the component is a tree, or a graph 
that has cycles. Further graph analysis procedures related to 
the choice of a scheme for recognizing the corresponding 
connected component are rather complicated and require a 
lot of space for their detailed description. At the same time, 
the development of these procedures can be considered a 
technical task, since quite elementary and well-known 
methods are used to solve it. In this regard, we do not 
consider it appropriate to describe these procedures in this 
article. 

Spanning tree of the connected component, cycle 

space and cycle’s generation procedure. 
The spanning tree 𝑇 of a connected graph 𝐺(𝑉, 𝐸)is the 

maximal acyclic connected subgraph (tree) of a given graph. 
All vertices of a graph are also vertices of its spanning tree 
(See Fig.3). Let 𝐸𝑇 be the set of edges of the spanning tree 𝑇, and 𝐸𝑐 = 𝐸 − 𝐸𝑇. If 𝐸𝐶 = ∅, then 𝐺 is a tree. Otherwise, 
the cycle generation procedure described below is applied to 
the connected cyclic graph. Let (𝑎, 𝑏) ∈ 𝐸𝐶  be the arbitrary 
edge of 𝐺, that is not an edge of spanning tree 𝑇. Then there 
is only one path 𝛾 in 𝑇, connecting the vertices 𝑎 and 𝑏. If 
we add an edge (𝑎, 𝑏) to the set of edges 𝐸(𝛾), then we get 
a cycle of the graph 𝐺 corresponding to the edge (𝑎, 𝑏). So, 
mapping 𝑓: 𝐸𝐶 → 𝐶(𝐺) , where 𝐶(𝐺) is a set of cycles of the 
graph 𝐺,is defined. It is easy to show that a mapping 𝑓 is a 
one-to-one mapping. (Suppose the opposite: Let 𝑒1, 𝑒2 ∈ 𝐸𝐶  
and 𝑓(𝑒1) = 𝑓(𝑒2). From this it follows that there is a path 
in the spanning tree 𝑇 containing one of the edges 𝑒1, 𝑒2, 
which is impossible). Let denote by 𝐵 ⊃ 𝐶(𝐺) image of set 𝐸𝐶  under mapping 𝑓. In the sequel, we will denote by 𝐵(𝑇) 
the set of cycles 𝐵 defined in this way for an arbitrary 
spanning tree 𝑇 of a connected graph 𝐺. In graph theory, it 
is proved that the set of cycles 𝐵 is a basis оf the linear 
space 𝑉 of the cycles over the field ℤ2. 

 

 
 

Fig. 3. Spanning tree of the connected graph. The edges of the 
spanning tree are highlighted in black. Edges belonging to the set 𝐸𝐶  are 
highlighted in red. 

 
In view of the importance of the concept of a linear 

space of the cycles for understanding graph analysis 
procedures, we give a brief description of this mathematical 
construction below. The elements (vectors) of the linear 
space 𝑉 are some sets of edges of 𝐺. Each element of 𝑉 can 
be represented as linear combinations of cycles of basis 𝐵, 
considered as sets of edges. For arbitrary 𝑐 ∈ 𝑉 scalar 
multiplication is defined over {0,1} as follows: 

 
1. 0 ∗ 𝑐 = {}, which shows that the zero-vector 

(the null set) is in Cycle Space 
2. 1 ∗ 𝑐 = 𝑐, which is identity 

Let 𝑎, 𝑏 ∈ 𝑉 then the addition operation 𝑐 = 𝑎 + 𝑏 be 
defined as a symmetric difference of the sets of edges: 𝑎, 𝑏 ∈ 2𝐸(𝐺), 𝑐 = 𝑎∆𝑏. It is easy to show that 2𝐸(𝐺) is an 
Abel group, relative to the addition operation defined in this 
way. It can be proved that for an arbitrary spanning tree 𝑇 of 
a connected graph 𝐺, the corresponding set of cycles 𝐵(𝐺), 
defined above, will be the basis of the linear space of cycles 𝑉 over the field ℤ2, with scalar product ∗: ℤ2 × 𝑉 → 𝑉 and 
addition operations +: 𝑉 × 𝑉 → 𝑉 defined above. The 
procedure of cycles generation for a given base 𝐵 consists in 
generating the set of cycles 𝑄 =  {𝑐1 + 𝑐2|𝑐1, 𝑐2 ∈𝐵 𝐸(𝑐1) ∩ 𝐸(𝑐2) ≠ ∅} and building the union 𝐶 = 𝐵 ∪ 𝑄. 
The constructed set of cycles 𝐶 does not contain all the 
cycles of the graph, but it is enough for solving the problems 
of removing the artifacts of the planar graph and generating 
the chains and cycles for proper symbol recognition. 

 

 
 

Fig. 4. Two spanning trees 𝑇1 and 𝑇2 of the graph 𝐺 and the 
corresponding bases of the cycle space 𝐵1 and 𝐵2. 

 
The need to carry out the cycle generation operation can be 
explained with the example shown in Fig.4. The fact is that 
it is impossible to predict in advance which of the spanning 
trees will be generated by the program. In this example, if 
the program generates the 𝑇1 spanning tree, then the 
corresponding cycle base 𝐵1 will not contain a “small” cycle 
(the top loop of the “8” symbol). 
 

III. RESULTS AND DISCUSSION 

Angular characteristic function. 

 

1. Introduction 
The function of the angular characteristics of the curve 

completely determines the geometric shape of this curve. 
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More precisely, this function can be viewed as a mapping of 
the set of regular curves to the functional space 𝐷 ⊂ 𝐿2 of 
functions defined on the interval 𝐼 = [0,1]. As shown in the 
“Properties of angular characteristics function” section, this 
mapping is invariant with to plane similarity 
transformations. The concept of the function of the angular 
characteristics is easily transferred to broken lines. The 
functions of the angular characteristics of a broken line can 
be put in accordance with the feature vector (the procedure 
for extracting features is described in detail in the “feature 
extraction” section), which allows to classify it. As 
mentioned above, the paths in the planar graph correspond 
to broken lines on the plane, which explains the key role of 
the concept of the function of the angular characteristics in 
the proposed method of recognizing handwritten characters. 
 

2. Definitions 
We will denote the set of vectors of unit length by 𝐸, so 𝐸 =  {𝑒 ∈ ℝ2| |𝑒| = 1}. The oriented area of the 

parallelogram spanned by vectors �⃗�, �⃗⃗� ∈ ℝ2, we will denote 

by 𝑆(�⃗�, �⃗⃗�). For an arbitrary Cartesian system on the plane, 
mapping 𝑆: ℝ2 × ℝ2 → ℝ can be determined analytically by 
the formula (1) 

 𝑆(�⃗�, �⃗⃗�) =  𝑎𝑥 ∙ 𝑏𝑦 − 𝑎𝑦 ∙ 𝑏𝑥   (1), 
 

 where �⃗� = (𝑎𝑥 , 𝑎𝑦) , �⃗⃗� = (𝑏𝑥, 𝑏𝑦). If 𝑒1, 𝑒2 ∈ 𝐸 , then 
 𝑆(𝑒1, 𝑒2) = sin(𝜑)            (2), 
 

 where 𝜑 is the angle to turn the vector 𝑒1 counterclockwise 
so that it coincides with the vector 𝑒2. We will denote 

mapping 𝐸 → [− 𝜋2 , 𝜋2], defined by (3) as ∠(𝑒1, 𝑒2). 

 
∠(𝑒1, 𝑒2) = 𝑎𝑟𝑐𝑠𝑖𝑛(𝑆(𝑒1, 𝑒2))      (3) 

 
In view of the equality sin(𝛼) = sin(𝜋 − 𝛼), it would 

be incorrect in the general case to consider ∠(𝑒1, 𝑒2) as the 
angle between the vectors 𝑒1 and 𝑒2. Below we provide the 
exact definition of the concept of ‘angle between vectors’ 
used in this article. For two nonzero vectors �⃗�, �⃗⃗� ∈ ℝ2 we 
determine the value 𝛿 by formula (4) 

 𝛿 = 𝑎𝑟𝑐𝑐𝑜𝑠(𝑒𝑎 ∗ 𝑒𝑏)                  (4), 
 

where 𝑒𝑎 is normalized vector �⃗� (i.e. 𝑒𝑎 =  �⃗⃗�|�⃗⃗�| ) and 𝑒𝑏 is 

normalized vector �⃗⃗� (i.e. 𝑒𝑏 =  �⃗⃗�|�⃗⃗�| ). Then we define the 

function 𝐴𝑛𝑔 as (5) 
 𝐴𝑛𝑔(�⃗�, �⃗⃗�) = { 𝛿, 𝑖𝑓 𝑆(�⃗�, �⃗⃗�) ≥ 0−𝛿, 𝑖𝑓 𝑆(�⃗�, �⃗⃗�) < 0  (5) 

 
3. Function of the angular characteristic of a smooth 

regular curve. 
Let 𝛾 be a regular curve with end points 𝐴 and 𝐵. If we 
choose one of the end points (for example, 𝐴), then we can 
parameterize 𝛾 as follows: For an arbitrary point 𝑀 ∈ 𝛾, we 

define the corresponding value of the parameter 𝑠 as the 
length of the curve segment 𝐴𝑀. Thus, we define the 
mapping [0, 𝐿] → 𝛾, where 𝐿 is the total length of the curve 𝛾. For a given Cartesian coordinate system, this mapping 
defines two functions 𝑥(𝑠) and 𝑦(𝑠). In the case of a smooth 
regular curve under consideration, both functions 𝑥(𝑠) and 𝑦(𝑠) are differentiable. Let the mapping [0, 𝐿] → ℝ2 be 
given by formula (6) 
 �⃗�(𝑠0) = ((𝑑𝑥𝑑𝑠)𝑠=𝑠0 , (𝑑𝑦𝑑𝑠)𝑠=𝑠0)       (6) 

 
As is known, for arbitrary 𝑠 ∈ [0, 𝐿] vector �⃗�(𝑠) ∈ 𝐸 is a 
tangent vector of the curve 𝛾. It should be noted that the 
vector �⃗�(𝑠) can be represented as (7) 
 �⃗�(𝑠) = (cos(𝛼) , sin(𝛼))  (7), 

 
where 𝛼 is the angle between the tangent line and the 𝑋 axis 
(see Fig. 5).  
 

 
 

Fig. 5. Natural parameterization of regular curve. Parameter 𝑠 is a 
length of the segment 𝐴𝑀 (left image), and tangent line (right image). 
 

For an arbitrary point 𝑀(𝑠0) ∈ 𝛾, we define 𝑘(𝑠0) as (8): 
 𝑘(𝑠0) = lim∆𝑠→0 ∠(𝑒(𝑠0+∆𝑠),𝑒(𝑠0))∆𝑠        (8) 

 

It should be noted that |𝑘(𝑠0)| = 1𝑅, where 𝑅 is the radius of 

the tangent circle, is the curvature of the curve 𝛾at point 𝑀(𝑠0). We define the function 𝛼(𝑠) by the formula (9): 
 𝛼(𝑠) = ∫ 𝑘(𝜏)𝑠0 𝑑𝜏  (9) 

 

 
 

Fig. 6. Geometrical interpretation of function 𝛼(𝑠). 

 
Assuming some uncertainty, we can give the following 

clear geometric definition of the function 𝛼(𝑠): Let �⃗�0 =�⃗�(0) be a  tangent vector to 𝛾 at endpoint 𝐴. Then 𝛼(𝑠) is 
the angle between the vectors �⃗�0 and �⃗�(𝑠) (see Fig.6). The 
function 𝛼(𝑠) is defined on the interval [0, 𝐿], where 𝐿 is the 
length of the curve 𝛾. We define on the interval 𝐼 =  [0,1] 
the function 𝜃(𝑥): 
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 𝜃(𝑥) =  𝛼(𝑥 ∙ 𝐿)           (10) 
 

We will call 𝜃(𝑥) the function of the angular 
characteristic of the curve 𝛾 (or simply the angular 
characteristic of 𝛾). As will be shown below, this function 
has properties that allow it to be effectively used in symbol 
recognition tasks. 

 
4. Properties of an angular characteristic function. 
1) Invariance to similarity transformations of the 

plane. 
The most important property of the function of angular 

characteristics is its invariance to similarity transformations 
of the plane. Below we provide the necessary explanations: 
A similarity is a transformation of Euclidean plane which 
maps lines to lines and preserves the sizes of angels. The set 
of all similarities is the similarity group 𝑆(2). Each 
similarity transformation can be viewed as a composition of 
translation, rotation, and uniform scaling. Let 𝛾 be a regular 
curve with endpoints 𝐴 and 𝐵. Applying an arbitrary 
transformation 𝑓 ∈ 𝑆(2) to the plane transforms 𝛾 into a 
regular curve 𝛾′ with endpoints 𝑓(𝐴) and 𝑓(𝐵). Thus, if 𝜃1 
is the function of the angular characteristic of 𝛾, then it 
corresponds to the function of the angular characteristic 𝜃2 
of the curve 𝛾′. The statement about the invariance of the 
function of the angular characteristic to similarity 
transformations means that equality (11) holds. 

 ∀𝑥 ∈ [0,1] 𝜃1(𝑥) = 𝜃2(𝑥)   (11) 
 

2) If the curve γ is a line segment, then its function of the 
angular characteristic 𝜃 of the γ is defined by (12) 

       ∀𝑥 ∈ [0,1]  𝜃(𝑥) = 0                    (12) 
 

3) If the curve is an arc of a circle cut off by an angle 𝜑, 
then regardless of the radius of the circle, the function 
of the angular characteristics of this curve will be a 
linear function (13): 

       𝜃(𝑥) =  𝜑 ∙ 𝑥             (13) 
 

It should be noted that the curves forming the symbol in the 
image can be approximated by curves made up of segments 
and arcs of a circle. The last two properties of the angular 
characteristics function make it easy to imagine the angular 
characteristics of these curves. In addition, the idea of 
approximating curves by joints of segments and arcs 
suggests an idea of using segmentation methods to 
recognize curves. 
 

4) Function of angular characteristic of broken line. 
We denote a broken line by a sequence of vertices {𝐴0, 𝐴1, … , 𝐴𝑛}. Let (𝑥𝑖 , 𝑦𝑖) denote Cartesian coordinates of 

the 𝑖-th vertex. Then the broken line corresponds to a 
sequence of 𝑛 vectors {�⃗�1, �⃗�2, … , �⃗�𝑛} given by equalities 
(14). 

 �⃗�𝑖 =  (𝑥𝑖 − 𝑥𝑖−1, 𝑦𝑖 − 𝑦𝑖−1)     (14) 

 
We define the sequences {𝑙1, 𝑙2, … , 𝑙𝑛} and {𝜑1, 𝜑2, … , 𝜑𝑛}.  
by equalities (15) - (16). 
 𝑙𝑖 = |�⃗�𝑖|   (15) 

 𝜑𝑖 = {0, 𝑖𝑓 𝑖 = 1                       𝐴𝑛𝑔(�⃗�𝑖, �⃗�𝑖−1), 𝑖𝑓 𝑖 ≠ 0 (16) 

 
Let 𝑥0, 𝑥1, … , 𝑥𝑛 be a sequence of points on the 𝑋 axis given 
by the equations (17) 
 𝑥𝑖 = {0, 𝑖𝑓 𝑖 = 0              ∑ 𝑙𝑘𝑖𝑘=1 , 𝑖𝑓 𝑖 ≠ 0   (17) 

 
So, the interval [0, 𝐿], where 𝐿 = ∑ 𝑙𝑖𝑛𝑖=1  is the length of 
broken line {𝐴0, 𝐴1, … , 𝐴𝑛}, contains all points 𝑥0, 𝑥1, … , 𝑥𝑛. 
Now we define on the interval [0, 𝐿] the step function 𝛼 by 
(18) 
 𝛼(𝑥) = ∑ 𝜑𝑖 ∙𝑛𝑖=1 𝜒𝐷𝑖(𝑥)  (18), 
 
where 𝜒𝐷𝑖(𝑥) is the indicator function of interval 𝐷𝑖  (19), 
and sequence of intervals {𝐷1, 𝐷2, … , 𝐷𝑛} is defined by 
equations (20). 
 𝜒𝐷𝑖(𝑥) = {1 𝑖𝑓 𝑥 ∈ 𝐷𝑖0 𝑖𝑓 𝑥 ∉ 𝐷𝑖   (19) 

 𝐷𝑖 = {[𝑥𝑖−1, 𝑥𝑖) 𝑖𝑓 1 ≤ 𝑖 < 𝑛 (𝑥𝑖−1, 𝑥𝑖]𝑖𝑓 𝑖 = 𝑛            (20) 

 
The function of the angular characteristic 𝜃 of a broken line 
will be determined (as for a regular smooth curve, see (10)) 
by equation 𝜃(𝑥) =  𝛼(𝑥 ∙ 𝐿). An example of a broken line 
(strictly speaking, a planar graph representing a tree with 
two leaves) and the corresponding function of the angular 
characteristic is shown below (see Fig. 7) 
 

 
 

Fig. 7. Broken line (planar graph of real image) and plot of its angular 
characteristic function. 

 
5) Feature extraction. 

An arbitrary function 𝑓 defined on an interval [𝑎, 𝑏] can be 
considered as a periodic function ∀𝑥 ∈ ℝ 𝑓(𝑥 + 𝑇) = 𝑓(𝑥) 
with a period 𝑇 = 𝑏 − 𝑎 (See Fig. 8) By definition, the 
function of the angular characteristics 𝜃 of arbitrary broken 
line is defined on the unit interval 𝐼 = [0,1] and 𝜃(0) = 0, 
but in the general case 𝜃(1) ≠ 𝜃(0). Consequently, a 
periodic function 𝜃 in the general case will have jump 
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discontinuities. Due to Gibbs phenomenon, the partial sum 
of the Fourier series will be poorly approximated to the 
original function 𝜃. To solve this problem, we use the 
following method: for a given function of angular 
characteristic 𝜃, we define an even function Ψ defined on 
the interval [−1,1] by equation (21) 
 

            𝛹(𝑥) =  𝜃(1 − |𝑥|)            (21) 
 

 
 

Fig. 8. Angular characteristic function 𝜃 and corresponding function 𝛹. 

 
As 𝛹 is a piecewise continuous bounded function it is 
possible to define its absolute value ‖𝛹‖ by (22) 
 ‖𝛹‖ =  √∫ 𝛹2(𝑥)1−1 𝑑𝑥                   (22) 

 
Let 𝛺 = 𝐿2([−1,1]) be a 𝐿2 space of functions, defined on 
interval [−1,1]. Then, 𝛹 ∈ 𝛺, due to the fact that the norm ‖𝛹‖ < ∞ is defined by (2). As 𝛺 is a 𝐿2 space, 𝛺 is a 
Hilbert space, where inner product of 𝑓1, 𝑓2 ∈ 𝛺 is defined 
by (23): 
 〈𝑓1, 𝑓2〉 = ∫ 𝑓1(𝑥) ∙ 𝑓2(𝑥)𝑑𝑥1−1         (23) 
 
Each even function 𝑔 ∈ 𝛺 can be represented as a Fourier 
series in form (24) 
 𝑔(𝑥) =  ∑ 𝑐𝑖 ∙ 𝜑𝑖(𝑥)∞𝑖=1   (24), 

 
 where functions 𝜑𝑖 is defined by equations (25) 
 𝜑𝑖(𝑥) = { 1√2  𝑖𝑓 𝑖 = 1                           cos(𝜋 ∙ 𝑖 ∙ 𝑥) 𝑖𝑓 1 < 𝑖              (25) 

 
The system of functions (25) is orthonormal, which means 
that (26) holds true. 
 ∀𝑖, 𝑗 〈𝜑𝑖 , 𝜑𝑗〉 =  𝛿𝑖𝑗              (26) 

 
The coefficients 𝑐1, 𝑐2 … of Fourier series expansion (24) are 
defined as the projections (27) of the vector 𝑔 ∈ 𝛺 onto the 
vectors of the orthonormal basis 𝜑1, 𝜑2 …: 
 𝑐𝑖 = 〈𝑔, 𝜑𝑖〉 = ∫ 𝑔(𝑥)1−1 ∙ 𝜑𝑖(𝑥)𝑑𝑥            (27) 
 

For a given 𝑁, the 𝑁-th partial sum of the Fourier series (28) 
will approximate the original function. 
 𝑔(𝑥) ≈  ∑ 𝑐𝑖 ∙ 𝜑𝑖(𝑥)𝑁𝑖=1   (28) 

 
We will consider the real numbers 𝑐1, 𝑐2 … 𝑐𝑁 , as 
components of the vector �⃗� ∈ ℝ𝑁, so in some orthonormal 
basis of ℝ𝑁 �⃗� = (𝑐1, 𝑐2 … 𝑐𝑁).Let designate by 𝑔 → �⃗� 
correspondence between even function 𝑔 ∈ 𝛺 and vector �⃗� ∈ ℝ𝑁 of Fourier series coefficients. Then, for arbitrary 
even functions 𝑓1, 𝑓2 ∈ 𝛺 approximations (29)-(30) holds 
true. 
 〈𝑓1, 𝑓2〉 ≈ 𝑓1 ∗ 𝑓2            (29) 

 ‖𝑓 − 𝑔‖ ≈ |𝑓 − �⃗�|  (30) 
 

Both Hilbert space and Euclidean space are metric spaces. A 
metric in space (a set of points 𝐷) may be defined by the 
distance function 𝑑, defined for all pairs of points 𝐴, 𝐵 ∈ 𝐷, 
which satisfies four conditions: 
 

1. ∀𝐴, 𝐵 ∈ 𝐷  𝑑(𝐴, 𝐵) =  𝑑(𝐵, 𝐴) 
2. ∀𝐴, 𝐵 ∈ 𝐷  𝑑(𝐴, 𝐵)  ≥ 0 
3. ∀𝐴 ∈ 𝐷  𝑑(𝐴, 𝐴) = 0 
4. ∀𝐴, 𝐵, 𝐶 ∈ 𝐷  𝜌(𝐴𝐵) ≤ 𝜌(𝐴𝐶) + 𝜌(𝐶𝐵) 

As is known, in the Euclidean space ℝ𝑁, distance 𝑑 between 𝐴, �⃗⃗� ∈ ℝ𝑁is defined as 𝑑(𝐴, �⃗⃗�) =  |𝐴 − �⃗⃗�|. Similarly, for a 
Hilbert space 𝐿2 metric 𝑑∗ is defined by equation (31), 
where 𝑓1, 𝑓2 ∈ 𝐿2 
 𝑑∗(𝑓1, 𝑓2) =  ‖𝑓1 − 𝑓2‖  (31) 

 
It is proved that conditions 1) –4) are satisfied for the metric 𝑑∗. Suppose that for a given function of the angular 
characteristic 𝜃, the function 𝛹 is determined by the ratio 
(21) and 𝛹 → �⃗⃗⃗�. If we consider the vector �⃗⃗⃗� as a feature 
vector of the Euclidean feature space, then based on the 
above considerations, it can be argued that such a method of 
feature extraction will be good suitable for curve 
classification tasks. But in practice we need to classify the 
step characteristic functions of broken lines, containing 
discontinuous jumps. It is highly desirable to smooth out 
such functions. To do this, we apply the operation described 
below to the vector �⃗⃗⃗� of the Fourier expansion coefficients 
of the function 𝛹. Let denote by 𝑔(𝑥) Gaussian function, 
defined as (32) 
 𝑔(𝑥) = 1√2∙𝜋∙𝜎 ∙ 𝑒− 𝑥22∙𝜎2                   (32) 

 
where ∫ 𝑔(𝑥)∞−∞ 𝑑𝑥 = 1, i.e., 𝑔(𝑥) is normalized. As 𝑔 is an 

even function, equations (33)-(34), for arbitrary 𝜔 ∈ ℝ 
holds true. 
 ∫ 𝑔(𝑥) ∙ cos(𝜔 ∙ 𝑥)∞−∞ 𝑑𝑥 =  ∫ 𝑔(𝑥) ∙∞−∞ 𝑒−𝑖𝜔𝑥𝑑𝑥  (33) ∫ 𝑔(𝑥) ∙ 𝑐𝑜𝑠(𝜔 ∙ 𝑥)∞−∞ 𝑑𝑥 = 𝑒−𝜎2∙𝜔22   (34) 
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For the values of the parameter 𝜎, satisfying the non-

equality 𝜎 < 23, we can assume that 𝑔(𝑥) ≈ 𝑥 𝑖𝑓 𝑥 ∉ [−1,1]. 
Then the values 𝑔𝑘∗  defined by (35)  
 𝑔𝑘∗ =  { 1            𝑖𝑓 𝑘 = 0 𝑒−𝜎2∙(𝑘−1)22  𝑖𝑓 𝑘 > 1      (35) 

 
can be considered as the Fourier expansion coefficients of 
the function 𝑔∗, approximating the Gaussian function 𝑔(𝑥). 
Let �⃗⃗⃗� = (𝜑1, 𝜑2, … , 𝜑𝑁) be the vector of the Fourier 
coefficients of the function 𝛹, and �⃗�∗ = (𝑔1∗, 𝑔2∗, … , 𝑔𝑁∗ ) the 
vector of the Fourier coefficients of the function 𝑔∗. We 
define the vector                    �⃗⃗⃗�𝑠 = (𝜑𝑠1, 𝜑𝑠2, … , 𝜑𝑠𝑁)  by 
equalities (36).  

 𝜑𝑠𝑘 = 𝜑𝑘 ∙ 𝑔𝑘∗           (36) 
 

According to the convolution theorem for Fourier series, we 
can consider the components of the vector �⃗⃗⃗�𝑠 as the Fourier 
expansion coefficients of the function 𝛹𝑠(𝑥), which is a 
result of application of a filter with Gaussian kernel 𝑔∗ to 
the function 𝛹 (37) 
 𝛹𝑠(𝑥) = ∫ 𝛹(𝑡) ∙ 𝑔∗(𝑡)𝑥+1𝑥−1 𝑑𝑡            (37) 

 
Of course, the choice of the number n and the values of 

the parameter t strongly affect the quality of recognition. 
The method for identifying plane curves described in the 

article was practically tested. We developed software that 
implements this method and used it for experiments with 
character recognition of decimal digits on real photos. At the 
first stages of the recognition procedure, the raster image 
was transformed into a planar graph. As mentioned above 
the planar graph obtained as a result of applying the 
conversion procedure contains all the necessary information 
for recognition, and after converting the image into a planar 
graph, the original image is not used in the recognition 
procedures. We have developed a simple text format for 
storing information about a planar graph in the form of s - 
expressions. To visualize the resulting planar graphs, a 
special stand-alone application was developed (we called it 
“Graph Redactor”), which also allows user to create 
artificial planar graphs using GUI tools (we used such 
artificially created planar graphs in experiments with 
character recognition software). All software was written in 
Python 2 language (Anaconda package). Since we used a 
small database to classify planar graphs corresponding to 
handwritten characters, the experimental results can only be 
considered as a proof of concept. But still, we consider it 
necessary to note that during the experiments we observed 
high reliability of the implemented recognition method. 

IV. CONCLUSION 

The suggested approach for recognizing plane curves 
was created with the intention of being utilized in tasks 
involving the recognition of handwritten characters. The 
core concept behind this method for identifying flat curves 
involves employing a unique function to discern the shape 
of a simple, continuous curve devoid of any self-
intersections. Our primary focus was on character 
recognition techniques that involve the transformation of 
character images into a planar graph. This planar graph, 
generated through the conversion process, contains all the 
essential information required for recognition. As an 
outcome of our efforts, we designed software to put these 
algorithms into practice and applied it to conduct 
experiments involving the recognition of decimal digits in 
actual photographs. 

Due to the radical difference between the proposed 
method and the existing ones, the software was created as 
proof of concept, solely to confirm the operability of the 
method. For the experiments, images of the symbols of the 
digits 1, 2, 3, 5 were used (numbers for which the planar 
graphs corresponding to their symbols do not contain cycles 
were used) generated in a relatively small number of 
instances (from 10 to 20 for each symbol) by the participant 
of the experiment. Based on this sample, a small database 
was created that allowed character recognition. Then an 
experiment was conducted to recognize characters generated 
by the same participant in the experiment. In the course of 
several similar experiments, 100% recognition accuracy was 
observed (no recognition errors). We emphasize that such 
experiments on small samples cannot be used for 
comparison with other methods and are only suitable as 
proof of concept. 
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Abstract— One of the pillars of mixed reality systems, image 

processing techniques for position identification of real objects 

in space. These procedures can be implemented using different 

methodologies and technical backgrounds. These include 

identification using various visual codes (e.g., QR, ArUco), or 

model fitting and pattern matching. In this article, a possible 

implementation of the latter method is introduced, which aims 

to advance the use of mixed reality tools and solutions in the field 

of industrial robotics.  

The object to be recognized is identified by means of a 3D 

model. After the recognition, the model is fitted on the real 

object to obtain the real position of the object. The model used 

in the method presented in this paper is a robot component, 

which allows the real spatial position of the industrial robot to 

be synchronized with the represented objects in the virtual 

space. The position identification method is part of a complex 

system that aims to increase the efficiency of industrial robots 

using mixed reality methods. 

Keywords— mixed reality, augmented reality, industrial 

robotics, robotics, machine vision 

I. INTRODUCTION  

The implementation of emerging technologies is also 
essential in the field of industrial robotics. Such new 
technologies include augmented or mixed reality systems. 
This article aims to present an element of the work in this 
area. The aim of this research is to investigate methods for 
synchronizing real space and virtual reality to identify 
solutions suitable for application in industrial environments. 
Among these solutions, the 2D code marker identification 
(ArUco) was investigated, and traditional machine vision 
technology based on simple pattern matching. Object 
identification without fixed code offered a more flexible 
solution and the aim was to test the capabilities of the method 
and the system with a sample application. The sample 
application focuses on object recognition and position 
identification. 

II. RELATED WORK 

During the development, it was of utmost importance that 
the chosen software and software technologies are robot 
vendor independent, and that an operating system and 
platform independent solution can be created. The vendor 
independence aspect was important because the aim is to 
develop a general tool that can be used on all robots. Platform 
independence is of particular importance to ensure that the 

 
1 https://developer.vuforia.com/# 

system can be used on different hardware devices in the 
future. Consequently, numerous visual engines have been 
chosen, that are described in further detail in this section. 

A. Vuforia Engine 

The Vuforia Engine 1  is a popular and widely used 
software development kit (SDK) for creating augmented 
reality applications that allows us to recognize different 
images, objects and spaces. Using the kit, the application is 
able to recognize and track images, spatial models, markers, 
floor and table surfaces, or even a whole sofa from a database 
that have been created and populated. It has the advantage of 
being very stable and supports development in Unity, and can 
be used for Android, iOS and Universal Windows Platform 
(UWP) apps so it supports most phones, tablets and 
augmented reality glasses. 

B. Unity 

Unity2 is a game development engine with a huge user 
base. Many games and applications are released every day 
that are built in Unity, but it is also increasingly used in 
industrial applications, as a small team can create any 2D, 3D, 
virtual reality (VR) and augmented reality (AR) application 
relatively quickly. Its popularity is greatly helped by the fact 
that it supports almost all platforms, and that there are many 
written and video tutorials available to help you learn. 

For this project, Unity version 2021.3.10 was used with 
both the Android Build Support and Windows Build Support 
modules. This version was chosen for several reasons. First 
of all, it has a Long-Term Support (LTS) rating, which means 
that the version is constantly being improved and updated, so 
these are the most stable versions available in the 
development environment. Furthermore, the Netcode for 
GameObjects, Relay and Vuforia Engine packages that have 
been thoroughly used in the project, all are supported by this 
version. Since the start of development, newer versions of 
Unity have been released that have made major advances in 
the development of augmented reality games and 
applications, but the industry attitude is that the project is 
always built in the same version as it started in and you 
shouldn't change versions in the middle of development as 
this can cause a lot of problems later on, which is why version 
migration while the project was being developed is 
unfavorable. 

2 https://unity.com/  
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C. Blender 

To create a Model Target, a 3D virtual model of the real 
object is required. The virtual model was created using 
Blender, a free open-source modelling program. Blender can 
be used to create 3D models, render, create visual effects, and 
create 2D and 3D animations3. 

D. Model Target Generator 

The Model Target Generator builds a Vuforia Engine 
database from a 3D model, which you can then use to detect 
and track the Model Target. The program allows you to 
predict whether the model's characteristics are appropriate for 
later use. You can set up the Guide View and export the final 
database. The program can be downloaded for free from the 
official website. 

III. CONCPETUAL DESIGN 

The conceptual design of the software operation is 
depicted in Fig. 1. It can be assumed that the necessary data is 
available to us in a suitable database. The project does not aim 
to develop the database and ensure the availability of the data. 
This is intended to be done in an independent work. The 
software will access the database and be able to process the 
required data. After processing, the appropriate information is 
sent to the AR tool. In the present project, this device is a tablet 
which acts as the AR device. A real AR display application 
will be part of further development. The main point of the 
software is to identify and position the right object using 
image processing and machine vision methods. The 
development will focus on this point. If the searched object is 
successfully identified in the camera image, the virtual object 
and the real object will be synchronously displayed on the AR 
device. 

 
Fig. 1. Flowchart describing the application 

 
3 https://www.blender.org/ 

The markers (.e.g., Aruco [1], QR) associated with 
outlying objects can be detected with conventional computer 
vision methods, which are implemented in the free, open 
source Computer Vision Library (OpenCV) [2]. Besides 
marker detection OpenCV provides further image processing 
for realtime processing, preprocessing, and feature extraction 
[3]. The library mainly relies on Python and C++ languages, 
that enables rapid implementation and testing. In the current 
scope of this research, numerous feature extraction methods 
were tested with variable success. The methods required for 
the current implementation were performant enough  to 
provide accurate results with relatively small latency. 

IV. DETAILED DESIGN 

The following section describes implementation details and 
software composition. 

A. Model Target generation 

To locate the robot in real space in augmented reality 
applications, you can create both model-based and image-
based markers. The model target was chosen because it 
allowed the use a part of the robot as a marker and its position 
enables easier calculation of a specific point in the frame 
where the object is presumed to be placed. Conversely, if an 
image was as a marker, it would have been placed to a point 
on the robot and the position of the point calculate in space 
from there, but if the image was moved, the calculations will 
accumulate error, and the results shall be not as accurate. 
Consequently, the application will not work properly unless 
the object is placed back exactly into its predefined position. 
Once you have imported the 3D model you have used, you 
will be presented with the settings needed to generate it. Once 
the appropriate settings have been made, the database is then 
imported into your Unity project. The model target generation 
is shown in Fig. 2. 

 

 
Fig. 2. Model Target generation 

B. Set up Network Manager 

To manage the data running on the network – and 
consequently communicate with the AR device –, a Network 
Manager component is required in runtime. Network Manager 
contains all the network-related settings for the project. To use 
the component, an empty object in the object hierarchy is 
needed and then it must be attached the NetworkManager 
component to this object so that it will run when the 
application starts. Once the file is attached, the variables and 
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settings for the program are displayed. and the network 
transport configuration is selected for Unity specific settings 
(Unity Transport). The network transport metrics are 
displayed real-time on the user interface. The Relay service is 
configured to Relay Unity Protocol. The next important 
change is NetworkPrefabs, which list all objects used on the 
network. If a network object is not in the list, it is essentially 
unavailable on the current network. It is important to note that 
if an object is on the network and is in the list, it must have an 
associated NetworkObject component. The NetworkManager 
object is continuously running in the background to maintain 
and manage network connections. In Unity such background 
processes are inserted into the DontDestroyOnLoad utility 
scene after the application startup. This scene servesas a utility 
scene and runtime context, thus the associated objects with 
this scene are not deleted until the application is stopped. The 
NetworkManager, Unity Transport (Script) and 
NetworkObject components are all C# code from the Netcode 
for GameObjects package. 

C. Class composition 

The software is composed of classes for specific tasks. In the 
following subsections each class and their primary function 
is described in more detail. The high-level class architecture 
is depicted in Fig. 3. 

 
Fig. 3. Class composition architecture of the software 

1) RelayTestMatchmaking class 

The RelayTestMatchMaking class provides the connection 
to and setup of the Relay service. The program will 
authenticate the user through the sol-change after the 
application is started and the objects are loaded. After the host 
is created, the program generates a 6-digit code that clients can 
enter and then connect to the corresponding session. The 
process is depicted as a sequence flow in Fig. 4. Notice, that 
Unity classes are available as static singleton objects to call 
required methods, and the method returns a schedulable task 
that executes authentication on every external call. 

 
Fig. 4. Authenticate method 

The CreateHost() function (depicted in Fig. 5) creates a 
host user by first allocating the session, with a maximum 
number of users specified. To create the host, a Relay service 
must be allocated, which primarily allocates space for the host 
and clients on the server. This allocation process also generate 
a six-digit code (AllocationId) for the clients to join. This is 
the code that is displayed for other devices as the value of the 
joinCodeText object to other actors on device side. The 
allocation information is then transported, with information 
containing the relay server IP address, port number, allocation 
ID number, allocation key and connection meta-information. 
Finally, the StartHost() method in NetworkManager, the host 
is created and running in the background. 

 
Fig. 5. Model CreateHost() metod 

The JoinToHost() function works with similar procedures 
as the CreateHost() function. The only difference is that 
instead of creating a new allocation, you join an existing one 
using the allocation ID and then connect as a client via the 
relay proxy after calling the StartClient() function in the 
NetworkManager. To stop the application, the ExitTheApp() 
method must be called. The method will first disconnect the 
client from the host using the Shutdown() method in 
NetworkManager, or in the case of a host, shut down the entire 
session. The user then exits the application. 

2) SceneController class 
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Since currently network communication for users connected 
to a session is only possible within a given scene, the 
application has one such scene and varies depending on 
whether it is used in host or client mode. In Unity, the scene 
is an important program unit, it contains the "world" 
represented in the program with the models, virtual cameras, 
lights and all the components that are part of it [5]. 

The SceneController.cs program deletes the previously 
created ARCamera object from the hierarchy and creates a 
new virtual camera from a prefab of a pre-made camera. This 
is necessary because the PC (host) tries to use the device's 
camera when the application is started, but it is not necessary 
for the current scenario since data is required to be 
transmitted to the clients from this node. 

The Cameras() function deletes the arCamera object and then 
creates the mainCamera object in the hierarchy by calling the 
Instantiate() function. This function is called by the 
CreateHost() function of the RelayTestMatchMaking 
program shown above. 

3) JSONReader class 

The JSONReader class is used to read and store the values 
of the database in a CoordinateData object. The SetPath() 
method saves the persistent path of the database in the pre-
created persistentPath global variable. The persistentDataPath 
of Application.persistentDataPath is the path to a directory 
where the data is intended to be stored during runtime. The 
LoadData() method (Figure 6) reads the values of the data 
library stored in a JSON file (based on the value of 
persistantPath) and saves them to the CoordinateData object 
named data. 

 
Fig. 6. LoadData() metod 

4) TargetBehavior class 

The TargetBehaviour.cs class sets the position of the origo 
object based on the coordinate values extracted from the 
database. The Vuforia Engine Target child object and the 
origo object used are stored as two variables, so their positions 
can be referred in space. Three more so-called network 
variables are created to store the values of the coordinate axes 
in the network. With network variables the properties between 
server or host and clients can be synchronized continuously 
without the need to use RPCs (Remote Procedure Call) or 
custom messages. To define variables, several criteria must be 

met. First, the variable is only available in a class derived from 
the NetworkBehaviour class, and the object to which it is 
attached as a component must also have a NetworkObject 
component. In addition, the network variable type must be 
restricted to an unmanaged type. The variables must be 
initialized at the first creation, where the default value was 
initialized to zero and allowed the clients to read the value of 
the variables. 

The goToTarget() method sets the position of the origin 
object to the position of the selected target object. This is 
necessary because the object assigned to the target will 
disappear when the target is detected and tracked and the 
position of its coordinate value will not be visible, but since 
the localization has already been done, the position of the 
robot in space is known, so even if the target is lost, its position 
is saved in the variable of a 3-dimensional vector to recognize 
the desired position of the origin object, until the robot is 
moved from its predefined original position.  

The SetCoordinates() method calls the LoadData() 
function of the JSONReader class, which reads the values 
from the database as described earlier and saves them to the 
data object and convert entries to cartesian coordinates. The 
database is presumed to store coordinates in millimeters, so 
proper conversion is required in the preprocessing steps. Then 
the values of the network variables are changed to the values 
stored in the data object, but since the coordinate values in the 
robot are in millimeters and in unity a coordinate unit is 
counted in meters, it is required to divide by thousands to get 
the correct scale. NetworkVariable requires synchronization 
on external events and explicit data update. 

Finally, the TestMoving() method sets the location of the 
origin object of choice in the target position and configures 
required network variable values. 

D. Results of the robot armless testing 

The robot is intended to carry out a typical pick-and-place 
problem prominent in industrial robot control scenarios [4]. 
The program read the values stored in the database without 
errors and after the conversion from millimeters to meters the 
values were the same as the position values were recalculated. 
After reading these values and converting them into the 
correct form, the coordinate value obtained by the application 
accurately positioned the origo object at this point on both the 
computer and the device side. The peer-to-peer 
communication between the two sides worked properly. The 
data served on the computer was received by all three devices 
connected simultaneously, as described earlier, and none of 
the clients had any problems with the accurate placement of 
the origo object. 

In addition to the optimal operation of the application's 
functions, the performance of the program running on 
different Android devices have been examined. In general, all 
three devices ran at an average of over 30 frames per second 
(fps). On the network connection to a server, required a lot of 
computational power, the display real-time transmission 
stopped momentarily, but restored as the connection to the 
remote server is completed. During testing, remote server 
connection required a time amount of 1-2 seconds. 

E. The result of testing with the robotic arm 

During testing, the robot's pedestal was recognized by the 
application even when a small part of it was hidden from the 
camera. The previously tested mechanics also worked 
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properly and the origin object was moved to the correct 
position. During testing it was observed, that the application 
was very fast at detecting and accurately tracking robot 
pedestals even in mediocre lighting conditions in the robot 
laboratory. In further research, the accuracy is needed to be 
measured, but in the scope of the current research this was not 
carried out for technical reasons. 

V. FUTURE WORK 

Currently the zero point indicator of the origin object  is 
displayed at the lower center point of the robot's pedestal, so 
the displayed object is estimated to be accurate when the user 
also defines it at this point on the robot arm. This could be 
eliminated by enabling the user to move the indicator object 
that defines the origin point using the mouse within the 
application. Since Unity is a multi-platform visual engine, in 
the future it would be possible to run the client-side 
application on phones tablets, and apparently on augmented 
reality glasses, (e.g., Magic Leap 2, Microsoft Hololens 2) 
with Universal Windows Platform (UWP) support. 

VI. CONCLUSION 

The final application consists of two main viewpoints. 
One side is the device (client side), and the application runs 
on Android phones and tablets, where it can locate a Fanuc 
LR Mate 200iD/4S robot arm in real space and display an 
object around the robot based on the coordinate values. The 
other side is a general-purpose computer (host side) and its 
task is to read the values of the robot's user frame 3D 
coordinates from a database and then transmit these 
coordinates to the client side via a peer to peer connection. 
Furthermore, using a separate program, it can retrieve the 
user frame data to be displayed from the Fanuc robot and save 
it to the appropriate database. 

Since Unity cross-platform game engine was used to 
create the application, it is possible to easily run it on both 
Android and Windows operating systems. It is also possible 
to deploy it on other operating systems (e.g., iOS, macOS and 
Linux). 

Considering that the solution using pattern matching 
based on object identification is considered promising for the 
realization of the task, the aim is to apply the system on an 
AR device. The requirements to deploy the application in an 
industrial-grade context are high, thus further development is 
required to achieve this goal. 
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Abstract— The paper summarises how BIM is created and 

the benefits of using it. In addition to a general description, the 

paper describes the survey and BIM creation of a concrete 

building. The second half of the paper examines the role of 

BIM in facility management. The practical relevance of BIM in 

facilities management is illustrated through a concrete building 

(a dormitory). 

Keywords— Building Information Modelling, Facility 

Management, Laser scanning.  

I. INTRODUCTION 

Building Information Modeling (BIM) is the simulation 
and optimisation of building design and construction 
processes using comprehensive digital models. From the 
point of view of the operation of buildings throughout their 
life cycle, BIM offers significant advantages over traditional 
design methods, as it provides detailed information on any 
building component at any time. 

Building information modelling as a concept was first 
used in 1992, but has only gained ground thanks to the 
digitalisation that has been gaining momentum over the last 
two decades. Digital tools are now widely used in building 
design, but valuable information is often lost between the 
different steps.  The solution to this is BIM, which ensures a 
consistent and continuously updated state during design, 
construction and operation. [1] [2]. 

BIM includes the three-dimensional geometry of 
buildings, but can also include spaces, zones, schedules and 
building structures in addition to physical objects. Within a 
building, the different objects are usually well 
distinguishable and are identified by specific information 
such as type of component, material, technical parameters, 
price or cost [3] [4]. 

Facilities management, as an organisational function, is 
responsible for ensuring that the needs of the whole 
organisation for facilities management services are met at an 
optimal level, i.e. the smooth running of the core business of 
the organisation. In the course of its activities, it has a 
fundamental impact on the organisation, the well-being of its 
employees and the effectiveness of the organisation's 
operations by managing change. The scope of services 
includes services related to buildings as well as work-related 
services, such as:  

• building maintenance and other technical services, 
cleaning, energy management, security services, 
etc.,  

• catering services, occupational health services, 
information and communication services, local 
disaster prevention and response, fire safety 
services for facilities, furniture, removals, asset 
protection, occupational safety and health, site 
management, etc. 

II. DATA AND METHODS 

The dormitory "A" building of the University of Óbuda, 
located at Hosszúsétatér 8, Székesfehérvár, was chosen for 
the presentation of the topic. The three floors of the 
dormitory can accommodate 94 students.  

A. Building Surveying 

The primary instrument for data collection was a Leica 
P40 laser scanner. This instrument is capable of surveying 
both interior and exterior spaces, measuring vertically from 
-55° to +90° and horizontally at 360°. The measuring range 
is 270 metres.  

 
Fig. 1. One of the survey's instrument stations 
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The detail measurement is based on control points and 
can be integrated into the EOV system. The control points 
were defined using a CHCNAV i73 GNSS receiver and the 
associated CHCNAV HCE320 controller. Around the 
building, 10 control points were stationary, which were 
determined by 30 epoch measurements. 
 

The laser scanner was set up at locations where most of 
the building's detail points were visible. From each position, 
at least two control points were visible. Measurements were 
taken outside the building over a given angular range, and 
inside the building over the full angular range. During the 
measurement, the "Scan+Image" function was set up so that, 
in addition to the laser scan, the instrument also took 
photographs. 

The point cloud is generated by processing the raw 
measurements. The processing steps in the Leica Cyclone 
software were as follows: 

1. Creating a database 
2. Import measurement data 
3. Contrast adjustment 
4. registration 
5. transforming the data into a point cloud 
6. Point cloud cleaning 
7. Export point cloud 

Based on the verification measurements, the average 
geometric accuracy of the model is 0.134 m [5] 

 

B. Creating BIM   

The BIM was produced in Revit 2023 software, but first 
had to be converted to the appropriate file format using 
Autodesk Recap Pro software. To create the BIM, first a 
project had to be defined and then the point cloud was 
imported. To define the building levels, a vertical cross-

section of the point cloud had to be created first. The next 
major step was to design the walls and then the foundation of 
the building. This was followed by placing the doors, 
windows, furniture and utilities in the model. On the ground 
floor alone, 66 doors and 23 windows of different types, 
materials and sizes were installed. After the floor was 
constructed, the staircase connecting the ground floor and the 
first floor was modelled. The type of staircase could be 
selected and its slope could be specified, as well as the levels 
between which the staircase would run. To create the ceiling, 
a ceiling level for the ground floor had to be created. The 
first floor essentially had to repeat the tasks performed at 
ground level. The modelling of the second floor started with 
the modelling of the roof, as this floor is now located in the 
attic. The difficulty in modelling the roof was caused by the 
fact that the roof is of mansard design, consisting of a 28 
degree hipped roof and an 80 degree pitched gable roof. To 
realistically model the roof, skylights had to be cut into the 
roof planes. 

The structural modelling was followed by the placement 
of utility and operational objects (e.g. furniture, electronic 
devices). For the latter, information provided by the 
manufacturer (e.g. dimensions, average consumption, price 
of the product, electronic link to the full product 
specification) can be included. 

The equipment of bathrooms and kitchens can also be 
modelled, since they are included in the predefined elements. 
As with electronic equipment, useful information can be 
provided in the data table for these items. Lastly, devices 
relating to lighting and fire protection are included.  The data 
plate for lamps provides information on consumption, the 
type and life expectancy of light bulbs and neon tubes, and 
for fire protection equipment, maintenance data is useful [5]. 

Fig. 2. Representation of the cleaned point cloud 
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C. The benefits of BIM for facilities management 

Asset management is an important field of facilities 
management. In practice, asset management is a visual 
information system that provides a transparent system for 
both the operator and the user. Asset management is a 
process that is based on a BIM model and a facility model. 
With CAFM (Computer Aided Facility Management), 
furniture and objects in a room can be assigned to specific 
people and rooms, and an inventory can be created. It can 
even be useful in the event of a move, by moving furniture 
from one location/room to another. 
Identification can be greatly simplified by placing unique 
barcodes and other unique identifiers. It can also facilitate 
the inventory process for larger facilities and institutions. 
Asset and equipment types, maintenance records, and 
possibly purchase and warranty information can be digitally 
assigned to them in one place in the model and stored. In 
addition to acquisition and warranty data, you can also have 
specific information about the condition and obsolescence 
of assets using the asset management BIM model. 

 
Fig. 3. BIM model of the ground floor of the dormitory 

III. RESULTS 

The model created can be used for maintenance, 
inventory and technical refurbishment. 

The building of dormitory was last completely renovated 
between 2011 and 2012. A new boiler was installed, the 
walls, plinth, high roof and facade were fully insulated and 
the roof was replaced. In addition, the windows and doors 
were replaced. All this was done with the aim of saving 
energy throughout the entire operation, minimising the 
environmental impact and the temperature difference 
between the rooms. 

 Inventory management in the dormitory is simplified by 
the installation of unique identifiers and barcodes. This way 
it could be perfectly managed and organised within the BIM 
model. All the furniture and equipment in the rooms are 
uniquely identified. In building A of the dormitory, the 
number of beds in each room is 94, exactly the number of 
places provided. Keeping track of the number of chairs and 
tables is not so easy, as more of them are placed in the 
common and common areas. The beds were replaced in the 
summer of 2018. In BIM, once the bed objects have been 
collected, it is possible to assign all the same information at 
the same time, i.e. the type and the exact time of 
replacement. In addition, if a bed is destroyed or a new 
mattress is installed, it is possible to individually assign 
additional data to the bed concerned. 

On the ground floor and the first floor there is a bathroom 
with a washbasin with mirror and a shower for every 2 
bedrooms. On the second floor, sinks and mirrors are located 
inside the rooms. These are guaranteed accessories in the 
rooms. In addition, the dormitory provides additional 
facilities for students. These include an extension cord, table 
lamp and internet cable. Each person can request one of these 
accessories. As they keep a detailed record of which person 
"lives" in which room, this can be documented in the BIM 
model. In addition, not only can a person be linked to a 
room, but the devices they wear can also be assigned to their 
name by their unique identifier [6]. 

 
Fig. 4. Data table of the object 

 With this solution, it is possible to track possible 
replacements, but also to track both theft and damage. The 
descriptive data can be extended with any number of 
additional data depending on what is needed, what the 
premises are, what the routines are and what the failure 
possibilities are. A list of this type can be created for any 
premises and tailored to your needs. 

Preparing and carrying out the renovation in such a large 
institution is no easy task, especially considering the fact that 
students are inside the dormitory building twenty-four hours 
a day, 365 days a year. In the case of the dormitory, 
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particular attention must be paid to the maintenance of the 
facilities and the regular painting of the cleanliness of the 
building. During 2022, light bulbs in all rooms and common 
areas were replaced with energy-saving bulbs. Beds should 
be replaced every 7-10 years for reasons of hygiene, so new 
beds will be needed again between 2025-28. The last 
cleanliness painting took place in the summer of 2021, so 
this should be done next in 2024. 

 The BIM model can help the dormitory management to 
carry out all these works in a cost-effective way. 

IV. SUMMARY 

This paper highlights the wide range of applications of 
the BIM model in the field of facilities management through 
an example. The BIM model has been created using state-
of-the-art technology that can stand its ground in the market. 
The model presented can replace the college's previous 
databases for maintenance and inventory, as well as making 
operations more predictable. 
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AbstractÐThe aim of the WREN project is to create a real-time
complex decision support system that facilitates climate change
adaptation by monitoring and forecasting drought damage. The
goal is to enhance the spatial and temporal resolution of the
current drought monitoring system, by combining remotely
sensed and local data.
The article presents the results of the research tasks, mainly
related to field tests experiments since the launch of the project
in April, 2022.
For field soil moisture measurements a study area was se-
lected. For understanding the spatio-temporal variations of the
soil moisture a spatial databese was created for topographic,
meteorological, and pedological, data of the study area. Field
soil moisture measurements during the growing season were
compared with vegetation indices and a modelling procedures
and field measurements.

Index TermsÐRemote Sensing, Drought monitoring, Soil mois-
ture, OPTRAM model

I. INTRODUCTION

A. Drought phenomena and drought monitoring

Currently we are witnessing an intensive change of climate

on a global scale, which, along with anomalies in weather

patterns, poses a major risk of shrinking water resources,

potentially leading to critical situations in agriculture. Drought

is not a new issue; however, in recent decades, it has been

occurring more frequently and causing increasingly significant

damage worldwide. In Hungary, this is becoming an increas-

ingly significant and recurring problem as well.

According to several climate simulations, we should prepare

for an expansion of drought-prone areas in the future. In

general, drought damage can be estimated at 40 billion HUF

annually, but in 2015, it caused a damage of about 400

billion HUF in agriculture. According to some sources, the

precipitation deficit in the year 2022 resulted in agricultural

losses exceeding 500 billion HUF.

As a general-purpose definition, the World Meteorological

Organization (WMO) defines drought as follows: ’Drought is

a prolonged dry period in the natural climate cycle that can

occur anywhere in the world. It is a slow onset phenomenon

caused by a lack of rainfall.’ [1].

Depending on the area of application, meteorological

drought, hydrological drought, and agricultural drought can

be distinguished.

Meteorological drought began to be addressed in the 1960s.

In this article titled ’Meteorological Drought’ in 1965, Palmer
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defined drought as a prolonged and abnormal moisture deficit

[2]. Several researchers started working on meteorological

drought around the mid-1980s [3],[4], and the common ele-

ment in the definitions they formulated is a precipitation deficit

below the long-term average.

Hydrological drought can be interpreted as a water scarcity

in water systems, appearing as abnormally low streamflow in

rivers, abnormally low water levels in lakes and reservoirs,

and abnormally low groundwater levels [5].

The definition of agricultural drought generally approaches

the issue from an unfavorable physiological perspective of

plants or a decrease in soil moisture content. According

to the European Drought Observatory (EDO), agricultural

drought occurs when the low soil moisture content due to

meteorological drought limits water availability for vegetation

[6].

Quantification is essential for monitoring, analyzing, and

forecasting the phenomenon of drought over time. Several cal-

culation methods are available, resulting in the characterization

of drought as a so-called drought index. However, there is no

single unified drought index that can be universally applied

across all climates and for all purposes.

For example, the National Water Directorate of Hungary

uses a station network established across the entire territory

of Hungary for drought monitoring. To track drought, they

use a drought index developed in 2015, called the Hungarian

Drought Index (HDI), developed by Fiala and collegues, in

2018 [7]. Based on the scope of data provided by the stations,

the index has three variations:

• HDI0: The baseline HDI, calculated using daily precip-

itation and daily mean temperature.

• HDIS: This variation of the index takes into account

the heat stress experienced by plants. In addition to

precipitation and temperature, it simplistically considers

potential evapotranspiration.

• HDI: The combined index that not only considers me-

teorological elements but also incorporates soil moisture

and soil water management properties.

These variations of the HDI provide different levels of

insight into drought conditions, allowing for a more compre-

hensive assessment of the phenomenon.

The National Meteorological Service of Hungary (OMSZ)

uses the Standardized Precipitation Index (SPI) recommended

by the World Meteorological Organization (WMO) for drought

monitoring.

In recent decades, satellite remote sensing has provided

Earth observation capabilities with relatively high spatial and

temporal resolution. Remote sensing imagery offers extensive,

spatially continuous spectral measurements over large areas,

reflecting both atmospheric and surface characteristics. As a

result, remote sensing data are increasingly used for drought

monitoring. For example, numerous vegetation indices derived

from satellite data have been developed for local and global-

scale drought observations. Currently, several systems opera-

tion is based on the evaluation of indices derived from satellite

imagery.

The European Drought Observatory (EDO) is a drought

monitoring system operated by the Joint Research Centre of

the European Commission, based on the evaluation of data

from the Copernicus program. The majority of the data related

to drought generated by the European and global drought

monitoring centers can be downloaded from the following

links: https://edo.jrc.ec.europa.eu/gdo/php/index.php?id=2112

and https://edo.jrc.ec.europa.eu/gdo/php/index.php?id=2000.

The European Drought Observatory continuously monitors

drought in Europe by calculating various drought indices.

Typically, these indices highlight the statistical anomaly of

the current situation compared to a longer reference period.

Different indices can be used to examine various elements

of the hydrological cycle (precipitation, soil moisture, water

levels, streamflow, groundwater levels) or their impacts (water

stress). In addition to the Standardized Precipitation Index

(SPI), EDO tracks and forecasts drought by continuously

calculating other indices.

The Comprehensive Agricultural Drought Monitoring Sys-

tem, is a system developed at the Remote Sensing Centre

of the Institute of Geodesy and Cartography of Poland for

monitoring agricultural conditions [8]. This system utilizes

a 1 km² spatial resolution index based on Terra MODIS

satellite imagery to assess the state of agricultural crops.

The DISS (Drought Identification Satellite System) index is

a combination of the Temperature Condition Index (TCI) and

the Hydrothermal Coefficient (HTC), which characterizes the

climatic conditions prevailing in Poland. The DISS drought

index is generated in successive eight-day periods within

the vegetation season, starting from the end of March. The

index values are divided into five categories, representing

different levels of moisture: extreme drought, drought, average

moisture, good moisture, and high moisture. (http://www.igik.

edu.pl/en/drought-detection).

B. The Application of Artificial Intelligence in the agriculture

sector

The use of artificial intelligence (AI) in agriculture has

rapidly increased in recent years, with the potential to rev-

olutionize the way crops are grown and the way they can

be managed. Between the facilities that AI can provide in

the agriculture sector it worth to mention that it can be

used to optimize planting and harvesting times, monitor crop

growth, detect diseases and pests in early stage in order to

suggest actions to the farmers, and provide recommendations

for irrigation and fertilizer management [9],[10]. Additionally,

AI-powered drones and robots can help farmers automate

tasks such as soil analysis, planting, and harvesting, improving

efficiency and reducing costs [10].

With the help of AI, farmers can make data-driven decisions,

resulting in higher yields and healthier crops [11]. However,

there are also concerns about the ethical and social implica-

tions of AI in agriculture, such as loss of jobs and data privacy.

Overall, the implementation of AI-based systems in agriculture

has the potential to transform the industry and address many

of the challenges facing global food production [12].
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The history of AI in agriculture can be traced back to the

1980’s when the first attempts were made to develop AI-based

systems to assist farmers in crop management [13]. In the early

years, AI was primarily used to develop Decision Support

Systems (DSS) to help farmers make better-informed decisions

about irrigation, fertilizer, and pesticide management [10].

One of the first AI-based DSS was the Agro-ecological

Information System (AEIS), developed by Davis at University

of California, in 1984. AEIS was a knowledge-based system

that provided recommendations for soil and water management

to improve crop yield [14]. The system used a combination of

expert knowledge and data from soil and weather sensors to

generate recommendations for farmers.

In the 1990s, the development of precision agriculture

technologies led to the integration of AI with precision farming

practices [9]. This included technologies such as GPS, remote

sensing, and robotics to monitor and manage crops on a

more granular level, where AI was applied to analyze data

obtained from these technologies to provide suggestions for

crop management, such as adjusting irrigation, fertilizer, and

pesticide application based on the specific needs of the crop.

Another important milestone in the history of AI in agricul-

ture was the development of machine learning algorithms for

crop classification and yield prediction. In 2004, researchers

at the University of Illinois developed an AI-based system that

used machine learning algorithms to predict corn yield based

on weather and soil data [13].

In recent years, the development of AI-powered drones

and robots has revolutionized the way farmers manage crops.

Drones equipped with sensors and cameras can collect data on

crop health, plant count, and soil moisture, while AI-powered

robots can automate tasks such as planting and harvesting [10].

The agricultural sector has always been one of the most im-

portant pillars of the economy, and with the advent of Industry

4.0, it has undergone a major transformation. Industry 4.0, also

known as the fourth industrial revolution, is characterized by

the integration of digital technologies into the manufacturing

and production process, which has led to a significant increase

in productivity, efficiency, and sustainability. One of the most

important components of Industry 4.0 is the Internet of Things

(IoT), which has played a vital role in revolutionizing this

economical sector.

In agriculture, IoT is used to monitor various aspects of

the farming process, including soil moisture, temperature, and

nutrient levels. This data can be used to make informed

decisions about irrigation, fertilization, and other farming

practices, resulting in higher crop yields and reduced costs.

In this regard, precision farming involves the use of IoT

sensors and data analytics to make more precise decisions

about planting, harvesting, and other farming practices [10].

This allows farmers to optimize their operations and reduce

waste, resulting in higher profits and greater sustainability

[11].

The integration of agriculture and Industry 4.0 has not

only resulted in increased productivity and sustainability but

has also created new opportunities for innovation and en-

trepreneurship. Startups and established companies alike are

developing new technologies and solutions to meet the needs

of the modern farmer, leading to a growing agricultural tech-

nology (AgTech) industry [15].

One of the most powerful AI-based tool available for

agriculture is the Object-Based Image Analysis (OBIA), which

uses machine learning algorithms to analyze satellite or drone

images of crops. The OBIA process involves identifying

individual objects within an image and classifying them based

on their properties, such as size, shape, and texture [16]. In

agriculture, OBIA can be used to identify different crop types,

detect crop diseases, and assess crop health. By analyzing

crop images, farmers can make data-driven decisions about

irrigation, fertilizer, and pesticide management, resulting in

higher yields and healthier crops.

One of the key advantages of OBIA is its ability to handle

large amounts of data. With the increasing availability of high-

resolution satellite and drone images, there is a need for auto-

mated methods to analyze these images quickly and efficiently.

This tool can process large datasets in a relatively short amount

of time, allowing farmers to make timely decisions about the

management of their crops. Another advantage of OBIA is

its ability to capture spatial variability within an image. Crop

health and yield can vary significantly within a field, and this

kind of analysis can identify and classify these variations,

providing farmers with a detailed understanding of the crop’s

health and growth.

Due to this reasons, OBIA has been used in several

agricultural applications, including crop mapping, crop yield

prediction, and disease detection [17]. For example, an Object-

Based Image Classifier (OBIC) has been used to identify

different types of crops in a field, such as corn, soybeans, and

wheat, by analyzing the size, shape, and color of the crops.

OBIC has also been used to detect crop diseases such as

fusarium head blight (Fusarium sp.) analyzing the texture and

color of the wheat heads, OBIC can identify the presence of

the disease and provide farmers with recommendations for

treatment.

C. WREN

The main aim of the project is to create a real-time complex

decision support system (named WREN - Water Resources in

Efficient Networks) that facilitates climate change adaptation,

drought damage prevention and drought forecasting, and is

able to enhance the spatial and temporal resolution of the cur-

rent drought monitoring system through a fusion of remotely

sensed and local data, using mathematical models based on

geographic information and artificial intelligence. Within this,

our further goal is to create a specially equipped satellite plat-

form, capable of on-board preprocessing of signals to support

the aims. The components of the system are: (1) the custom

satellite (2) the numerical models that convert satellite data to

soil water content distribution (3) the computing infrastructure

designed for this purpose and (4) the web application and the

associated public API that deliver results to users (Fig. 1).

92 / 177

AIS 2023 – 18th International Symposium on Applied Informatics and Related Areas                   



Fig. 1. The components of the WREN system

The main goal of the project is to create an artificial

intelligence-based information system that utilizes machine

learning algorithms to estimate and predict soil moisture,

enabling drought monitoring and prediction. The system lever-

ages expert knowledge, remote sensing data, and complemen-

tary data to generate information for site-specific management

support, aiming to improve optimal irrigation and crop yield.

Machine learning encompasses algorithms and methods that

create models from available data. The key feature of machine

learning is automatic knowledge discovery and intelligence-

based decision-making. Machine learning is an essential com-

ponent of artificial intelligence, with the objective of devel-

oping behavioral algorithms for systems based on empirical

data.

II. DATA

A. Study area

1) Selection of the study area: For selecting the study

area, the spatial variability of the arable land was considered,

both from pedological and from topographical point of view.

Another selection criteria was the application of precision

agricultural technology (or most elements of it) on the study

area. During project preparatory talks with the land owners,

the property of the Gyermelyi Zrt. Company’s has been

selected. The company owns 8300 hectares in the vicinity of its

headquarter in Somodorpuszta, Hungary. The area of the fields

varies from 20 to 200 hectares, where, because of the hilly

landscape, the soil degradation is a common problem. The

company contributes to the project with in situ data gathered

during fieldwork (e.g. crop yield data).

Two fields were selected for regular in situ soil moisture

measurents and sampling: Csolnok-73 and Szomor-11 fields

(Fig. 2 and 3).

2) Topography of the study area: Topography, besides the

landcover and meteorological and soil properties of the area is

the key factor in drought development. All these factors affect

the utilisation of insufficient amounts of precipitation. The

infiltration of a given amount of precipitation into the soil, even

at the same precipitation intensity, can vary significantly due

to topography characteristics such as slope steepness, length

of slopes in the area, and the retention of moisture already in

Fig. 2. The location of the study are, field: ºCsolnok-73º

the soil depends on evapotranspiration, which are influenced

by slope exposure and vegetation cover.

A Digital Elevation Model (DEM) of the 400 ha sample area

of the project was generated based on grid points derived from

a 1:25 000 scale topographic map with a horizontal resolution

of 10m. This resolution, together with the vertical accuracy

of +/-0.8 m and +/- 2.5m for flat and hilly areas, makes it

suitable for drainage network analyses, however for calculating

precipitation infiltration and surface erosion a more detailed

DEM, representing the micro-morphology is required.

Fig. 3. Digital elevation model of the sample area and Csolnok-73 field is
marked in red on 3D figure

3) UAV measurements: In order to build a mathematical

model describing as accurately as possible the relationship

between the remotely sensed data from the proposed WREN

satellite and the reference data measured in the field, we

also produced a 4cm resolution orthophoto-mosaic and a

1m horizontal resolution digital elevation model of one of the

agricultural field of the study area: ºCsolnok-73º. Using UAV

technology, we took around 1800 aerial photographs of the

neighbouring 100 ha area and determined the coordinates of

nearly one and a half billion points of the surface using LIDAR

technology.

These high-resolution topographic data will allow a more
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Fig. 4. Landcover map of a part of the sample area

Fig. 5. Field data collection, UAV aerial photography and LIDAR laser
scanning of the agricultural field ºCsolnok-73º

accurate mathematical modelling, increasing the effectiveness

of the drought mapping.

4) Landcover of the study area: Due to the European

Union’s Copernicus Earth Observation program, a 1:50 000

scale Corine Land Cover (CLC50) database is available for

the whole country, with a minimum mapped area of 4 ha and

a linear minimum of 50 m.

One of the main categories is agricultural fields, which

includes irrigated and non-irrigated land separately (Fig. 4).

5) Soil data for the sample area: The drought sensitivity

of soils is related to their water balance. Water balance is in-

fluenced by several factors and different properties at different

saturation states help to classify them. In the near saturation

state, the water holding capacity of soils is correlated with the

bulk density and the total porosity. At low moisture contents,

the micro-structure and mechanical composition of the soils

are closely related to the amount of water retained. In dry

conditions, the quantity and quality of organic matter and

inorganic colloids are the determining factors for water holding

capacity.

The spatial data from the following databases were used for

the analysis:

Fig. 6. Water holding capacity of soils in the vicinity of sample area

• TAKI AGROTOPO database (genetic soil type, physical

and chemical characteristics, topsoil thickness, organic

matter stock, soil water management properties)

• Digital, Optimized, Soil Related Maps and Information

in Hungary (Clay Content, Sand Content, Silt Content,

Lime Content, Organic matter Content)

According to these databases, 97 % of the sample area is

covered by Ramann brown forest soil. This soil type is

characterised by strong clay loam and weak acidification.

The analysis shows that more than 97 % of the sample

area is of medium water absorption and water conductivity,

with high water storage capacity and good water holding

capacity. In addition, 1 % to 1 % of the area contains soils

with ’High water absorption and conductivity, medium water

storage capacity, poor water holding capacity’ and ’Good

water absorption and conductivity’.

6) Meteorological Data: In accordance with the European

Union directives, Hungary implemented an open meteorologi-

cal data policy from 1. January, 2021. According to this policy,

the National Meteorological Service of Hungary, (OMSZ) will

be able to provide data trough the odp.met.hu open data server

(Meteorological Data Repository). The data is free of charge

and for free use.

The time series are measured by the National Meteorolog-

ical Service’s network of stations. These measurements can

be used to study a shorter period of time, data include the

extremes measured at the stations. However, these data are

not recommended for the study of long-term climate change.

The data available for each meteorological station:

• monthly rainfall in mm,

• monthly mean temperature in °C,

• monthly minimum temperature °C

• monthly maximum temperature °C

• monthly average horizontal visibility in m,

• monthly average instrument air pressure in hPa,

• monthly average relative humidity %,

• monthly average gamma dose nSv/h,
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• monthly global radiation amount in J/cm²,

• monthly UV radiation amount MED,

• monthly average wind speed m/s,

• monthly mean sea level pressure in hPa,

• monthly average wind speed in m/s,

Another important data source is General Directorate of Wa-

ter Management in Hungary (OVF) , providing Operational

Water Shortage Assessment and Forecasting System data. The

network has more than 150 stations. Data from this network,

which was specifically created for drought monitoring, can

be downloaded via Internet: https://aszalymonitoring.vizugy.

hu/index.php?view=custommap By selecting the station name,

the user can select the data to be downloaded:

• Soil temperature (20-75 cm depth) (°C)

• Soil moisture (10 cm to 75 cm depth) (V/V

• Relative humidity (%)

• Precipitation (mm)

• Drought index

• Water deficit(35 cm) (mm)

• Water deficit(80 cm) (mm)

• EOV (Unified National Map Projection of Hungary)

coordinates of the station

• Station name

• Air temperature (°C)

B. Field data acquisition

In the present study, the precipitation data measured at me-

teorological stations and in situ measurement of soil moisture

were applied. The soil moisture content measurement was

carried out four times on two agricultural fields (Csolnok-73

and Szomor-11). Measurement dates:

• 15 July, 2022 (during a dry period), only Csolnok-73 field

• 27 July, 2022 (during a dry period), only Szomor-11 field

• 22 August, 2022 (after rainfall)

• 10 October, 2022 (period without extreme meteorological

events)

Soil moisture measurements were taken at depths of 10 cm

and 20 cm from the surface. To return to the same sampling

points measured during previous measurements, we used a

mobile GPS application with an accuracy of 1-2 meters.

The selection of measurement points took into account the

heterogeneity of the field based on satellite images (Sentinel-

2).

The sensor used for the measurements was the WaterScout

SM100 Soil Moisture Sensor with a FieldScout Soil Sensor

Reader. The sensor was calibrated for mineral soil and the

Volumetric Water Content (VWC%) of soil was measured.

FieldScout Soil Sensor Reader (Item number: 6466) was used

to read the values of the sensor. The relationship between the

results obtained was investigated by correlation and regression

analysis.

The results of field measurements (July) at ºCsolnok-73º field:

soil moisture at a depth of 10 cm was ranged from 1.9% to

13.7%. In case of ºSzomor-11º field: soil moisture at a depth

of 10 cm was ranged from 1.1% to 4.7%, and at a depth of

Fig. 7. Soil moisture sampling sites on ºCsolnok-73º field. Soil moisture
measuring instrument, and field measurement

Dataset Data type
Fields

Csolnok-11 Szomor-73

Sentinel-
2

Spectral
resolution
VIS NIR, SWIR
(bands: 3, 4, 8,
12)

12, 20 Aug 2022
09 Oct

1,21,28 July 2022
12, 20 Aug
09 Oct

Meteo
station

Precipication
accumumulated
total

15, 27 July (0 mm)
20 Aug (35 mm)
Oct (5 mm)

23 July (0 mm)
20 Aug (40 mm)

TABLE I
REMOTE SENSING AND METEOROLOGICAL DATA

20 cm, was ranged from 2% to 7.8%.

The results of field measurements (August) at ºCsolnok-73º:

Soil moisture at a depth of 10 cm was ranged from 11.0%

to 37.1%, and at a depth of 20 cm, was ranged from 7.1%

to 40.1%. ºSzomor-11º: Soil moisture at a depth of 10 cm

ranged from 8.3% to 35.2%, and at a depth of 20 cm, was

ranged from 11% to 38.2%.

The results of field measurements (October) in ºCsolnok-73º:

Soil moisture at a depth of 10 cm was ranged from 6.7% to

27.5%, and at a depth of 20 cm, was ranged from 19.7% to

34.6%. ºSzomor-11º: Soil moisture at a depth of 10 cm was

ranged from 13.8% to 34.5%, and at a depth of 20 cm, was

ranged from 18.7% to 36.8%.

III. METHODS

A. Remote sensing data analysis

Multispectral Sentinel-2 satellite images acquired from the

European Space Agency’s Sentinel Scientific Data Hub were

used in this study. The investigated period was between July

and October, 2022. A total of 15 cloud-free images were

available, but after preliminary interpretation, 6 of them were

selected for further processing. Meteorological (the amount

and the intensity of precipitation) data were taken into account

in the selection. The characteristics of the data used in the

research are included in Table I.

Technically, this research was performed in eCognition

Developer software. The images and the model were processed

using object-based image analysis. Workflow illustrating the

main steps of data analyses for mapping surface soil moisture

with OPTRAM algorithm (see later) is depicted in Fig. 8.

The data extraction includes the following steps: data pre-

processing, multi-level image segmentation, delimitation of

indices and the application of the optical trapezoid model.
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Fig. 8. Satellite data analyses steps for mapping surface soil moisture with
OPTRAM algorithm. [18]

It is important to note that the Sentinel-2 Level-1C process-

ing includes geometric and radiometric corrections including

ortho-rectification and calculation of the TOA (the top-of-

atmosphere) reflectances. Hierarchical framework was used to

identify the boundary of study area at super-object level and

determine the unit of investigation (20 m) at the second level

for mapping surface moisture.

After pre-processing, indices like Normalized Difference

Vegetation Index (NDVI) and Shortwave Infrared Transformed

Reflectance (STR) were calculated.

The most common vegetation index used in the water stress

models is the NDVI. Reflectance at the red band (B4: 665 nm)

and the near infrared (B8: 842 nm) were used to calculate the

NDVI.

Reflectance at the SWIR band (B12: 2190 nm) was used

for calculation of the STR following [18]:

STR =
(1− SSWIR)

2

2SSWIR

(1)

Fig. 9. NDVI-STR diagram illustrating the parameters of OPTRAM model
[19]

B. OPTRAM model

The OPtical TRApezoid Model (OPTRAM), developed for

Soil Water Content (SWC) estimation using optical satellite

data is based on the linear physical relationship between soil

moisture and STR [19]. OPTRAM requires a parametrization

at a given location based on the pixel distribution within

STR-NDVI space (Fig. 10, Table II). The model parameters

can be obtained for a specific location from the dry and wet

edges of the optical trapezoid. During the work, dry (id and

sd) and wet (iw and sw) edges were determined by visual

inspection of the STR-NDVI diagram, so that the trapezoids

surrounded the majority of the pixels. From id and sd (dry

edge parameters) and iw and sw (wet edge parameters), the

normalized moisture content (W) was estimated for each pixel.

The formulas required for the calculation are shown in Fig. 9.

Fig. 10. Development of the OPTRAM model within eCognition environment

Data
Dry
edge
(id)

Dry
edge
(sd)

Wet
edge
(iw)

Wet
edge
(sw)

27 Aug
2022

0,3 2 0,7 2,25

09 Oct
2022

0,4 2,8 0,7 6,5

TABLE II
OPTRAM PARAMETERS OBTAINED FOR THE STUDY AREA (CSOLNOK-73)

BASED ON SENTINEL-2 (2022)

IV. RESULTS

Pearson’s correlation coefficient is a statistical measure that

quantifies the strength and direction of a linear relationship

between two continuous variables. It is widely used in statistics

and data analysis to assess the degree of association or cor-

relation between two sets of data. Pearson correlation values

can vary from -1 to +1. A correlation value of +1 indicates

a perfect positive linear relationship, meaning that as one

variable increases, the other also increases proportionally. A

correlation of -1 indicates a perfect negative linear relationship,

meaning that as one variable increases, the other decreases pro-

portionally. A correlation of 0 indicates no linear relationship

or a very weak linear relationship between the two variables.

The formula for calculating Pearson correlation is as follows:

r =

∑

(Xi −X)(Yi − Y )
√

∑

(Xi −X)2
√

∑

(Yi − Y )2
(2)

where:

• r is the Pearson correlation coefficient

• Xi and Yi are individual data points in the two datasets

• X and Y are the means (averages) of the respective

datasets

The results of Table III show a strong positive linear

relationship between the soil moisture data measured during

field surveys and the soil moisture values estimated by using

OPTRAM model.

V. CONCLUSIONS

During statistical analysis the OPTRAM-based moisture

estimates were compared with soil moisture ground truth data.

Taking into account the results of the model calculation, the

moisture value (W) of the points was determined at which

a local measurement (WC) was also performed. Based on

the value of the Pearson correlation coefficient, that a strong

positive relationship was found between the two variables (r
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TABLE III
THE CORRELATION BETWEEN ESTIMATED DATA (W) AND FIELD

MEASUREMENTS (WC)

= 0.8-0.9). Statistical analyses show that the values calculated

by the model (W) were strongly correlated with the values

measured in situ. Therefore, the results could confirm the

applicability of the model.

In the further research we plan spread soil moisture mea-

surements for more agricultural fields and use them in valida-

tion.

According to earlier [18] and current research results the

method proved to be useful for developing satellite image

based drought monitoring system.
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Abstract— The solutions of image-based 3D modeling in 

photogrammetry and the possibilities of 3D vision in robotics 

show common problems and solutions. Such common areas are, 

for example, the mapping of the virtual world, the automated 

creation and classification of point clouds, the detection and 

tracking of 3D objects. The common features of the applied 

methods are the stereo vision, the image matching, the motion 

detection and, finally, the intelligent object recognition. This 

article provides a brief overview of the methods used in these 

two areas and the challenges we face.  

Keywords— 3D modelling, 3D vision, robotics, 

geoinformatics, photogrammetry, image matching 

I. INTRODUCTION 

3D modeling plays a significant role in robotics and is 
applied in various areas, from design and simulation to 
control. Here are some important areas where 3D modeling 
can be useful in the field of robotics: 

• Robot design and pre-design analysis: 3D modeling 
allows visualization of the concept and appearance of 
robots even before physical prototypes are created. 
This enables identifying and correcting design errors 
before actual hardware production. 

• Robot prototyping and testing: Through 3D modeling, 
physical prototypes of robots can be created and tested 
in a virtual environment even before the actual 
hardware is manufactured. This allows for trying out 
different design variations and functionalities, 
optimizing, and making improvements. 

• Simulation and control development: 3D modeling 
enables the creation of realistic simulations of robot 
behavior and operation. This allows for the 
development of control algorithms, optimization of 
navigation, and planning tasks for the robots. 

• Collaborative robots (Cobots) and human-robot 
collaboration: Using 3D modeling, the conditions for 
human-robot interactions can be designed and 
simulated, making cobots safer and more efficient in 
collaboration with humans. Designing and simulating 
the robot's physical appearance and movements 
through 3D models can enhance human-robot 
interaction by making the robot more relatable and 
user-friendly. 

• Object Recognition and Manipulation: 3D models of 
objects in the environment can be used for training and 
testing object recognition algorithms. The robot can 
use these models to recognize and manipulate objects, 
enhancing its interaction capabilities. 

• Localization and Mapping (SLAM): 3D models assist 
in simultaneous localization and mapping (SLAM) 
algorithms, where the robot constructs a map of its 
environment while estimating its own position within 
it (Fig. 1, [4]). These 3D maps provide richer spatial 
information compared to 2D maps. 3D models are also 
aiding tools in collision detection algorithms. The 
robot's movement and path can be simulated within the 
3D environment, allowing for the identification of 
potential collisions and the optimization of motion 
paths to avoid obstacles.   

 
Fig. 1. A typical SLAM task of a mobile robot with built-in sensors 

• Augmented Reality (AR) and Visualization: 
Overlaying 3D models onto the real-world 
environment using AR techniques enhances the robot's 
perception and visualization, aiding in tasks like 
navigation and object interaction.  

• Training Machine Learning Models: 3D models can be 
used to generate training data for machine learning 
models. Simulated environments allow for generating 
diverse datasets to train algorithms for various robot-
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related tasks, such as object recognition, grasp 
planning, and locomotion.  

• Teleoperation and Remote Control: 3D models can be 
used to create user interfaces for teleoperation and 
remote control of robots, providing an intuitive way for 
operators to visualize and control the robot's actions. 

• Education and Training: 3D models are valuable tools 
for educating and training individuals in robotics. They 
facilitate a better understanding of robot anatomy, 
kinematics, and dynamics. 

Overall, 3D modeling provides the capability to pre-plan, 
test, and optimize robots, facilitating their more efficient and 
safer application in various domains of robotics.  

On the other hand, 3D modeling is a versatile tool in 
geoinformatics, enabling the representation, visualization, and 
analysis of geographical data in three-dimensional space. Here 
are several important applications of 3D modeling in the field 
of geoinformatics: 

• Terrain modeling and topographic mapping: 3D 
modeling allows for the precise representation of 
topographic features and landforms. It is crucial in 
creating accurate 3D models based on elevation data, 
which are essential for various applications such as 
urban and landscape planning, as well as disaster 
management.  

• Urban and city planning: 3D modeling plays a vital 
role in urban and city planning, enabling the creation 
of detailed plans for buildings, infrastructure, and 
public spaces. It allows planners to assess the spatial 
layout and impacts of buildings and infrastructure 
within an urban environment.  

• Environmental modeling and conservation: Through 
3D modeling, environmental elements such as forests, 
rivers, and other natural objects can be modeled and 
visualized. This helps in analyzing environmental 
changes and their impacts, aiding in environmental 
protection efforts (Fig. 2). 

 
Fig. 2. Digital terrain model based on drone images 

• Infrastructure and utility modeling: 3D modeling is 
used to accurately model infrastructure elements such 
as roads, bridges, airports, and utility networks like 
electrical and communication grids. This assists in 
better planning, maintenance, and development of 
these essential public facilities.  

• Telecommunications and satellite communication: In 
geoinformatics, 3D modeling is used to model 

telecommunication towers and satellite 
communication systems. It helps optimize the network 
layout and analyze the coverage for better 
communication infrastructure planning.  

• Simulation and crisis management: 3D modeling is an 
aiding tool in simulations and predictions related to 
various crises such as floods, earthquakes, or wildfires. 
Preemptive modeling and visualization assist in 
developing crisis management plans and 
understanding potential impacts. 

• Archaeology and cultural heritage preservation: 3D 
modeling is employed to create digital representations 
of archaeological sites and cultural heritage assets. 
This aids in documentation, analysis, and preservation 
of historical sites.  

• GIS (Geographic Information Systems): 3D models 
can enhance for example the navigation systems 
providing three-dimensional representations of 
landscapes and structures.  

• Natural resource management: 3D modeling is utilized 
in managing natural resources such as mines, forests, 
and water bodies. It aids in efficient planning and 
utilization of these resources. 

By utilizing 3D modeling in these various applications, 
geoinformatics professionals can better visualize, analyze, and 
plan activities related to geography, urban planning, 
environmental management, and more, ultimately leading to 
more informed decision-making and sustainable 
development.  

Next section puts forward the methods for 3D modelling 
regarding solutions in robotics and image matching in 
photogrammetry. 

II. 3D MODELLING METHODS 

Image matching for 3D modeling is a critical process for 
tasks such as structure from motion (SfM), simultaneous 
localization and mapping (SLAM), and 3D reconstruction. 
Innovations in this field are driven by advancements in 
computer vision, machine learning, and the integration of 
sensor technologies. Here are some of the most innovative 
methods in image matching for 3D modeling: 

• Structure from Motion (SfM) with Bundle Adjustment: 
SfM is a fundamental technique for 3D reconstruction. 
Modern SfM approaches incorporate bundle 
adjustment to jointly optimize camera poses and 3D 
structure, resulting in highly accurate reconstructions. 

• Feature matching and correspondence estimation: 
Utilizing advanced local feature descriptors (e.g., 
SIFT, SURF, ORB) and robust matching algorithms 
for establishing correspondences between features in 
images, aiding in accurate 3D reconstruction. 

• Direct methods for depth estimation: Direct methods 
bypass feature extraction and matching by directly 
estimating depth from image intensities. These 
methods leverage photometric and geometric 
constraints to estimate depth maps. 

• Depth from stereo and depth from motion: Techniques 
that leverage multiple images or video frames to 
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estimate depth information, crucial for generating 
accurate 3D models. 

• Multi-View Stereo (MVS): MVS algorithms aim to 
estimate 3D geometry by combining information from 
multiple images to generate dense, detailed 3D 
reconstructions. 

• PatchMatch and PatchMatch Stereo: PatchMatch is an 
efficient algorithm used in stereo matching and image 
correspondence tasks, providing high-quality results in 
terms of depth estimation and 3D reconstruction.  

• Convolutional Neural Networks (CNNs) for depth 
estimation: CNN-based approaches are increasingly 
being used for depth estimation from monocular 
images, stereo pairs, or video sequences, leveraging 
large datasets for training.  

• Graph Neural Networks (GNNs) for 3D Structure 
Estimation: GNNs can be employed to model 
relationships and dependencies between 3D points or 
patches, aiding in reconstructing accurate 3D 
structures from 2D images. 

• Learning-based depth fusion: Techniques that combine 
depth information from various sources, including 
stereo matching, monocular depth estimation, and 
depth sensors, to obtain a more reliable and accurate 
depth map.  

• Semantic 3D reconstruction: Integrating semantic 
information into the 3D reconstruction process to 
obtain semantically meaningful 3D models, useful in 
various applications like robotics and AR/VR.  

• Real-time and incremental 3D reconstruction: 
algorithms that enable continuous 3D reconstruction in 
real-time, important for applications like augmented 
reality and robotic navigation.  

• Global optimization techniques: Leveraging global 
optimization methods, such as loop closure detection 
and optimization, to refine the 3D reconstruction by 
correcting drift and improving overall accuracy.  

Incorporating these innovative methods into the image 
matching pipeline for 3D modeling has significantly advanced 
the field, enabling accurate, detailed, and real-time 3D 
reconstructions for a wide range of applications, including 
virtual reality [4], robotics, geospatial analysis, and more. 

A. Possible solutions in robotics 

Detecting and tracking 3D objects in robotics is a crucial 
task for various applications, including autonomous 
navigation, object manipulation, and scene understanding. 
This process involves using sensor data, often from cameras 
or depth sensors, to identify and continuously monitor the 
position, orientation, and shape of objects in a 3D 
environment. 

Here's a high-level overview of the steps involved in 
detecting and tracking 3D objects in robotics: 

• Sensor data acquisition: Robotics systems typically use 
sensors such as RGB cameras, depth cameras, LiDAR 
(Light Detection and Ranging), or a combination of 
these to gather data about the environment. RGB 
cameras provide color information, while depth 

sensors or LiDAR offer depth information, aiding in 
the creation of 3D representations. 

• Preprocessing: Raw sensor data often requires 
preprocessing to enhance its quality and relevance. 
This may involve noise reduction, calibration, 
synchronization of multiple sensors, and rectification 
to align the data accurately.  

• Object detection: Object detection is the process of 
identifying and locating objects within the sensor data. 
In the context of 3D object detection, algorithms 
analyze the 3D data (point clouds or depth maps) to 
identify objects and estimate their 3D bounding boxes 
and/or poses. 

• Feature extraction: Extracting relevant features from 
the detected objects is important for accurate tracking. 
These features might include color information, 
surface normal vectors, shape descriptors, or unique 
patterns. 

• Object tracking: Object tracking involves associating 
the detected objects over time, maintaining their 
identities and positions across successive sensor 
readings. Tracking algorithms utilize object features 
and motion models to predict and update the object's 
position, orientation, and other relevant parameters.  

• Data Fusion: In many robotics applications, data from 
multiple sensors are fused to improve object detection 
and tracking accuracy. Fusion algorithms combine 
information from different sensor modalities to create 
a more comprehensive and robust representation of the 
environment. 

• Kalman filtering or extended Kalman filtering: These 
filtering techniques are commonly used for object 
tracking. They incorporate prediction models and 
sensor measurements to estimate the object's state 
(position, velocity, etc.) and update the estimates 
iteratively as new measurements are received. 

• Mapping and localization: Concurrently with object 
detection and tracking, robotics systems often build 
maps of the environment and localize the robot within 
these maps [9]. This helps in understanding the spatial 
context in which the objects are detected and tracked.  

• Integration with robot control: The detected and 
tracked objects' information is integrated into the 
robot's control and decision-making processes. This 
could involve path planning, obstacle avoidance, or 
manipulation planning based on the detected objects' 
positions and characteristics.  

• Feedback and adaptation: Robotics systems often 
incorporate feedback loops to adapt the object 
detection and tracking algorithms based on the 
performance and real-world interactions. Machine 
learning techniques may be used to continuously 
improve the system's accuracy and reliability.  

Efficient and accurate 3D object detection and tracking are 
critical for enabling various robotic applications, from 
autonomous driving to robotic manipulation tasks, and are an 
active area of research and development within the field of 
robotics. 
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Motion detection and intelligent object recognition are 
fundamental components of computer vision and play an 
important role in various applications, including surveillance, 
robotics, human-computer interaction, automotive safety, and 
more. Here, we'll discuss the methods and application areas 
for both motion detection and intelligent object recognition. 

a) Motion Detection Methods 

• Frame differencing: Frame differencing involves 
subtracting consecutive frames in a video sequence to 
detect regions with significant pixel intensity changes, 
indicating motion. 

• Optical flow: Optical flow methods estimate the 
motion of pixels between consecutive frames, 
providing information about the direction and speed of 
motion [1]. 

• Background subtraction: Background subtraction 
algorithms model the stationary background in a video 
and identify regions where there are significant 
differences between the current frame and the 
background.  

• Blob analysis: After detecting motion regions, blob 
analysis groups adjacent pixels into objects or "blobs" 
based on certain criteria, such as size, shape, and 
connectivity. 

• Machine learning and deep learning: Advanced 
techniques, including supervised learning and deep 
learning, can be employed to train models for motion 
detection. Convolutional neural networks (CNNs) and 
recurrent neural networks (RNNs) can learn motion 
patterns and detect complex motion events.  

b) Motion detection application areas 

• Surveillance and security: Motion detection is widely 
used in surveillance systems to monitor and detect 
suspicious activities, intruders, or unusual behavior in 
restricted areas.  

• Automotive safety: Motion detection is critical for 
advanced driver assistance systems (ADAS) to detect 
moving vehicles, pedestrians, and other objects to 
enhance road safety and enable features like collision 
avoidance and adaptive cruise control.  

• Gaming and human-computer interaction: Motion 
detection is used in gaming systems and gesture-based 
interfaces to track movements of players and interpret 
gestures for controlling gameplay or interacting with 
devices. 

• Healthcare: Motion detection is utilized in healthcare 
for monitoring patient movements, fall detection for 
the elderly, and assessing rehabilitation exercises.  

• Retail and marketing: Retailers use motion detection to 
analyze customer movements and behavior in stores, 
helping optimize store layouts and marketing 
strategies. 

c) Intelligent object recognition Methods 

•  Haar cascades: Haar cascades are used for rapid object 
detection using a cascade of increasingly complex 
classifiers, often applied in faces and object detection.  

• Histogram of oriented gradients (HOG): HOG 
computes the distribution of gradient orientations in an 
image, which is used for object detection, particularly 
in pedestrian detection. 

• Convolutional Neural Networks (CNNs): CNNs have 
revolutionized object recognition by learning 
hierarchical features directly from images, making 
them highly effective for complex object recognition 
tasks.  

• Region-based CNNs (R-CNN, faster R-CNN, mask R-
CNN): These models combine CNNs with region 
proposal networks to efficiently detect and segment 
objects in images. 

• You Only Look Once (YOLO): YOLO is an efficient 
and fast real-time object detection algorithm that 
divides the image into a grid and predicts bounding 
boxes and class probabilities directly.  

d) Intelligent object recognition application areas 

• Autonomous vehicles: Object recognition is critical for 
autonomous driving systems to identify and track 
vehicles, pedestrians, cyclists, and road signs to make 
driving decisions. 

• Augmented Reality (AR) and Virtual Reality (VR): 
Object recognition is used to overlay virtual objects 
seamlessly into the real world in AR applications and 
for enhancing immersive experiences in VR.  

• Robotics: Object recognition is employed in robotic 
systems for tasks like object manipulation, pick-and-
place operations, and scene understanding.  

• Medical imaging: Object recognition assists in medical 
image analysis, such as detecting and segmenting 
tumors, organs, or anomalies in medical imaging data.  

• Retail and e-commerce: Object recognition is used in 
product recognition, inventory management, and 
recommendation systems in retail and e-commerce 
platforms. 

In both motion detection and intelligent object recognition, 
ongoing advancements in machine learning, deep learning, 
and computer vision techniques are continually improving 
accuracy, speed, and applicability across a wide range of real-
world scenarios and domains. 

B. Image matching in photogrammetry 

Image matching in photogrammetry refers to the process 
of identifying corresponding points or features in multiple 
images of a scene or object, with the goal of creating accurate 
three-dimensional (3D) models and measurements. 
Photogrammetry uses the principles of geometry and 
mathematics to extract 3D information from two-dimensional 
(2D) images [2], [3], [6]. Image matching is a fundamental 
step in photogrammetry as it establishes correspondences 
between images, enabling the creation of accurate and detailed 
3D models used in applications like mapping, surveying, 
remote sensing, archaeology, and urban planning. 

The area-based image matching (ABM) with normalized 
cross-correlation is a widely used technique to find 
correspondences or similarities between image regions or 
patches by measuring the cross-correlation between the 
intensity values within these areas. Cross-correlation is a 
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mathematical operation that describes the similarity or 
resemblance between two signals (in this case, image patches) 
as they are shifted relative to each other.  

ABM with cross-correlation is widely used in various 
computer vision applications, including stereo matching, 
optical flow estimation, object tracking, template matching, 
and registration in medical imaging. ABM is a technique used 
in computer vision, photogrammetry, and remote sensing to 
establish correspondences and match regions or areas in 
multiple images based on their pixel intensities or other 
properties. Unlike feature-based matching that focuses on 
distinct key points, ABM operates on larger image regions or 
patches, considering a more extensive area for matching.  

ABM is useful in various areas including the following 
typical tasks: 

• Stereo matching and depth estimation: By comparing 
patches in stereo images, it helps estimate the disparity 
or depth information for each patch, which is crucial 
for 3D reconstruction. 

• Change detection: Comparing patches in images 
acquired at different times helps identify changes in the 
scene, useful for monitoring and detecting alterations 
in landscapes, urban areas, and environmental 
conditions.  

• Orthoimage generation: In aerial or satellite imagery, 
matching patches is essential to create seamless 
orthoimages by aligning and mosaicking overlapping 
images.  

• Remote sensing and GIS: ABM is used for feature 
extraction, land cover classification, and image 
registration, aiding in various remote sensing and 
geographic information system (GIS) applications [7].  

Overall, area-based image matching provides a broader 
perspective on matching image regions and is vital in many 
image processing and computer vision tasks.  

As an alternative, the semi-global image matching (SGM) 
is a powerful stereo vision technique used for dense disparity 
map estimation from stereo image pairs. It aims to find 
correspondences or disparities for each pixel in the left and 
right images, providing valuable depth information for 3D 
reconstruction. SGM is particularly effective in cases where 
traditional local matching approaches struggle, such as for 
symmetrically textured and textureless regions.  

Semi-global image matching has several advantages, 
including robustness in handling occlusions, slanted surfaces, 
and textureless regions. It produces dense disparity maps, 
providing detailed depth information across the entire image. 

Applications of SGM include 3D reconstruction, 
autonomous vehicles (e.g., for obstacle detection), robotics 
(e.g., for navigation and mapping), augmented reality, and 
various computer vision tasks that require accurate depth 
estimation from stereo imagery. 

III. CONCLUSION 

In summary, 3D modeling and vision solutions are 
fundamental components in both robotics and geoinformatics, 
serving to understand and navigate complex environments. 
There is an overlap in technology and tools, since both 
domains may utilize similar software and tools for data 

processing, analysis, and visualization, including GIS 
(Geographic Information Systems) software, computer-aided 
design (CAD) tools, and 3D modeling software. Here's a 
summary highlighting their common aspects, and differences 
in methods, in the representation and analysis of three-
dimensional data and environments. 

A. Common aspects 

All the common aspects and differences are summarized 
in Fig. 3. followed by a detailed explanation. 

 
Fig. 3. Specsific and common aspects 

• Representation of 3D environment (C1): In general, 
3D modeling focuses on creating digital models of 
objects, landscapes, or structures, while 
geoinformatics emphasizes representing geographical 
or spatial data in three-dimensional space. Both 
domains involve creating and representing 3D models 
of the environment to aid perception, analysis, and 
decision-making. These models may include terrain, 
objects, structures, and other spatial entities.  

• Sensor integration (C2): Both domains involve data 
acquisition and subsequent processing, and they rely 
on sensors like LiDAR, RGB-D cameras, stereo 
cameras, and other depth-sensing technologies to 
capture 3D data and imagery. Integration and fusion of 
data from various sensors enhance accuracy and 
completeness of 3D representations. Geoinformatics 
mainly involves the acquisition of spatial data through 
technologies like GPS, LiDAR, or aerial/satellite 
imagery, followed by data processing and analysis. In 
robotics, various sensors such as cameras, LiDAR, 
IMUs (Inertial Measurement Units), and others are 
combined to obtain comprehensive spatial 
information, as well [11].  

• Feature extraction (C3): Extracting salient features, 
key points, or landmarks from sensor data is crucial for 
understanding and reconstructing the environment. 
Common methods like SIFT, SURF, or CNN-based 
features are applied for feature extraction.  

• Image processing and Computer Vision (C4): Both 
domains heavily utilize computer vision and image 
processing techniques including edge detection, 
filtering, and object recognition to enhance and 
manipulate images and data for further analysis. 
Computer vision methods aid in object detection, 
tracking, and image-based 3D reconstruction. It means, 
similar computer vision algorithms are used in robotics 
and geoinformatics to analyze images or sensor data, 
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detect features, track objects, and extract meaningful 
information.  

• Spatial analysis and visualization (C5): Both domains 
involve spatial analysis and visualization. 
Geoinformatics utilizes spatial analysis techniques to 
derive insights and patterns from geographical data. 
3D modeling in robotics and geoinformatics enables 
the creation of visualizations and simulations for better 
understanding and analysis of spatial information. 

• Depth estimation (C6): Estimating depth information 
is vital for both domains. Depth estimation methods, 
such as stereo vision, structure from motion (SfM), or 
depth from monocular cues, contribute to 3D 
perception. 

B. Differences in methods 

• Mapping and localization (R1): Creating maps of the 
environment and localizing the robot or objects within 
these maps are specific tasks for mobile robots. 
Simultaneous Localization and Mapping (SLAM) and 
related techniques are extensively used for this purpose 
[5], [8]. 

• Focus and purpose: In robotics, the emphasis is on real-
time control, navigation, and interaction with the 
environment. Methods often prioritize efficiency, low 
latency, and adaptability to dynamic and unknown 
environments (R2). In geoinformatics, the focus is on 
precise mapping, analysis, and understanding of 
geographic spaces, often emphasizing accuracy and 
high-resolution models (G1).  

• Sensor suites: Robotics often utilize a broader range of 
sensors, including proximity sensors, IMUs, and haptic 
sensors, to enable close interaction and safe navigation 
(R3). Geoinformatics primarily centers around remote 
sensing technologies such as satellites, aerial imagery, 
and LiDAR (G2). 

• Complexity of environments: Robotic applications 
deal with varying, unstructured, and dynamic 
environments, necessitating robustness and 
adaptability (R4). Geoinformatics typically deals with 
more structured and predictable natural or man-made 
environments (G3), [10]. 

• Real-time requirements: Robotics often require real-
time processing and decision-making to ensure safe 
and efficient robot operations (R5). Geoinformatics 
applications may prioritize accuracy over real-time 
constraints, allowing for more elaborate post-
processing and analysis (G4). 

• Integration of Artificial Intelligence (AI) and Machine 
Learning (ML): While both domains leverage AI and 
machine learning, robotics often integrate AI for real-
time decision-making, obstacle avoidance, and path 
planning (R6)). In geoinformatics, AI and ML are 
commonly used for data analysis, classification, 
change detection, and pattern recognition (G5). 

• Scale of analysis: Geoinformatics frequently deals 
with large-scale geographic areas, requiring methods 
for handling massive datasets and distributed 
processing (G6). Robotics, on the other hand, may 
focus on local or regional scales, necessitating different 
approaches for data handling and processing (R7).  

Understanding these similarities and differences is crucial 
for tailoring methods and techniques to suit the specific 
requirements of robotics and geoinformatics applications, 
enabling efficient and effective use of 3D modeling and vision 
solutions in each domain.  
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Abstract — 3D modeling based on traditional photographs is 

a fairly long-used and widespread method in photogrammetry. 

In this article, we present the process of model production based 

on 360° panoramic images, describing the problems, 
advantages, and disadvantages of the procedure. We use a Ricoh 

Theta Z1 camera for photos, and Agisoft Metashape software 

for processing. 

Keywords — photogrammetry, panoramic images, 3D 

modeling  

 

I. INTRODUCTION  

Agisoft Metashape is a stand-alone software product that 
performs photogrammetric processing of digital images and 
generates 3D spatial data to be used in GIS applications, 
cultural heritage documentation, and visual effects production 
as well as for indirect measurements of objects of various 
scales. [1] 

 

1. Figure - Ricoh Theta Z1 camera 

The RICOH THETA Z1 supports approximately 23-
megapixels resolution (6720 x 3360 pixels) 360-degree still 
image photo shooting as a high-end model of the RICOH 
THETA camera series, which can shoot spherical images in 
a single shot, giving consumers the opportunity to adventure, 
discover and capture life in 360. [2] 
A three-dimensional survey of building interiors may be 
necessary more and more often, as designers and operators of 
registers have realized on the one hand that in many situations 

it is not possible to represent objects in a complex way in 2D, 
and on the other hand, BIM (building information modeling), 
which is a procedure that includes the creation and 
management of digital spatial models of physical and 
functional properties of places.  
To satisfy the spatial information needs of these systems, 
there are several survey methods, starting from traditional 
total station surveys, 3D laser scanning and terrestrial 
photogrammetry. In a different way than these, but in each 
case, we get a final result in which there are points with x, y, 
z coordinates and some quality information. There are several 
differences between the procedures given in the above 
example, one of which is the absolutely not negligible asset 
investment aspect. Of the three, the tool for the 
photogrammetry process examined in the article is the 
cheapest, so this was one of the aspects of our choice. 
 

II. TERRESTRIAL  PHOTOGRAMMETRY 

The branch of science dealing with the preparation and 
processing of measurement images and photographs designed 
for measurement and evaluation purposes from the ground 
position is called terrestrial photogrammetry. It can be used 
where an unobstructed view of the area, object, or surface to 
be measured is ensured. Nowadays, its application in 
cartography is beginning to come to the fore again with the 
spread of 3D databases, previously it was only used in those 
specialist areas where not only the processing of metric data 
is important, but also the additional information provided by 
the photograph. 

 

III.  CHARACTERISTICS OF TERRESTRIAL 

PHOTOGRAMMETRY 

• it is not necessary to approach the examined 
object or facility during the measurement (this is 
why terrestrial photogrammetry is also a type of 
remote sensing),  

• the time required for the field measurement is 
short,  

• due to the short exposure (exposure) time, it is 
also suitable for measuring fast processes,  
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• the measurement images contain a lot of 
information (quantitative and qualitative),  

• the evaluation is fast and can be easily automated.  

 

IV.  RECORDING ARRANGEMENTS OF 

TERRESTRIAL PHOTOGRAMMETRY 

In terrestrial photogrammetry, we also speak of single-
image or planar photogrammetry and two-image, or spatial 
photogrammetry. Recording layouts can also be grouped 
accordingly:  

• one-shot procedure,  

• spatial photogrammetry procedure.  

 

From the point of view of this article, the spatial solution 
is important.  

In spatial photogrammetry, we aim for the spatial (three-
dimensional) determination of the points to be measured, for 
which we need to take at least two pictures of the object to be 
measured. In both pictures, the object to be measured must be 
on it. In previous, traditional procedures, the photographs 
taken for measurement purposes were taken from positions 
with known horizontal and height data, where the direction of 
the camera axes was also known.  

Nowadays, the evaluation and model creation is done with 
a multi-image 3D reconstruction process. The essence of 
photographing is to depict spatial objects in a plane, this 
means that depth is lost, the process we use is the opposite of 
this.  

In doing so, we need several images, since we cannot 
determine from a single image where a spatial point is located 
on the projection line, and which point on this line actually 
corresponds to the pixel. If we already have two images that 
depict the point in question from different locations, the 
position of a 3D point can already be determined as the 
intersection of the two projection rays. This process is known 
in the literature as triangulation. The key to the process is 
knowing the relationship between the recording locations, on 
the basis of which the appropriate transformation equations 
can be written.  

Reconstruction is a multi-step process.  

In the first step, we need to calibrate the camera, during 
which the internal and external orientation parameters are 
determined. Photogrammetric processing cannot be 
performed without this step. 

 

2. Figure - Imaging Process 

By internal parameters we mean the location of the optical 
center on the image plane, the focal length and the optical 
distortion parameters of the lens. Described in matrix form, 
they are:  𝐾 = [𝑎𝑥 𝛾 𝑢00 𝑎𝑦 𝑣00 0 1    000] 

The 𝐾  contains 5 intrinsic parameters of the specific 
camera model. These parameters encompass focal length, 
image sensor format, and camera principal point. The 
parameters 𝑎𝑥 = 𝑓 ∗ 𝑚𝑥  and 𝑎𝑦 = 𝑓 ∗ 𝑚𝑦  represent focal 
length in terms of pixels, where 𝑚𝑥  and 𝑚𝑦 are the inverses 
of the width and height of a pixel on the projection plane and 𝑓  is the focal length in terms of distance. 𝛾  represents the 
skew coefficient between the x and the y axis, and is often 0. 𝑢0 and 𝑣0 represent the principal point, which would be 
ideally in the center of the image. 

Nonlinear intrinsic parameters such as lens distortion are 
also important although they cannot be included in the linear 
camera model described by the intrinsic parameter matrix. 
Many modern camera calibration algorithms estimate these 
intrinsic parameters as well in the form of non-linear 
optimization techniques. This is done in the form of 
optimizing the camera and distortion parameters in the form 
of what is generally known as bundle adjustment.  

 

External orientation parameters [𝑅3𝑥3 𝑇3𝑥101𝑥3 1 ]4𝑥4 

R and T are the external orientation parameters that denote 
the transformations of the coordinate system from the 
coordinates of the 3D world to the coordinates of the 3D 
camera. Accordingly, the external parameters determine the 
position of the center of the camera and its orientation in world 
coordinates.  

T is the position of the origin of the world coordinate 
system given in the camera-centered coordinate system. The 
position of the camera C can be expressed in world 
coordinates based on the following formula: [3] 𝐶 = −𝑅−1𝑇 = −𝑅𝑇𝑇 (𝑠𝑖𝑛𝑐𝑒 𝑅 𝑖𝑠 𝑎 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥)  

 

Determining the depth of field  

Determining depth of field is the most challenging part of 
the process, as this is where the important spatial information 
missing from images is determined - depth. The 
correspondence problem, finding the match between the two 
examined images, thus the position of the matched elements 
in 3D space, is the question to be answered. 
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3. Figure – Restore depth of field 

 

Mesh creation  

Once we have the multiple depth maps, we need to 
combine them to create the final mesh by calculating the depth 
and projecting it from the camera. Camera calibration will be 
used to identify where the many meshes created by depth 
maps can be combined to create a larger mesh that already 
provides viewing from multiple viewpoints.  

 

Coloring the mesh model  

In this step we have a full 3D mesh, which may be the 
ultimate goal, but usually we want to apply the color of the 
original photos to the mesh. This can range from randomly 
projecting images onto the mesh for super-resolution, to 
combining textures, to segmenting the mesh by material, 
including things like reflections and diffuse properties. 

 

V. PRESENTATION OF THE SURVEY  

The survey was carried out with a Ricoh Theta Z1 360° 
camera, which we borrowed from the Slovak University of 
Technology in Bratislava. The surveyed area was the ground-
floor corridor of the Pirosalma street building of the Alba 
Regia Technical Faculty of Óbuda University. 

 
4. Figure - The test area 

On this occasion, we did not use the point signals provided by 
Matterport for the survey, as we did not want to do the 
processing with its own program, so that we could export a 
point cloud. A total of 23 images were taken with appropriate 
overlap in the arrangement shown in the image below:  
 

 
5. Figure – The places of the pictures 

Processing  

The processing was done with the Agisoft program. First, we 
imported the saved JPEG format images into a new project, 
then set the camera properties to use a spherical camera model 
for processing. The first step of the processing was the relative 
alignment of the photographs performed at the same time as 
the calibration. This is done in such a way that the program 
searches for identical points on each pair of images, thereby 
creating a sparse point cloud.  

 
6. Figure - Align Photos properties 

The second step, as previously described, was to define the 
depth-of-field map, thereby restoring the 3D nature of the 
surveyed data. With this, the creation of the mesh model is 
also done in one function, as the first 3D visualized final 
product.  

107 / 177

AIS 2023 – 18th International Symposium on Applied Informatics and Related Areas                   



 

 
7. Figure - Mesh properties 

 
8. Figure - Mesh Model 

During the third, optional step, a tiled model can be made from 
the mesh model, which can be exported to formats supporting 
3D models for further processing with external software.  

 
9. Figure - Tiled Model properties 

 

 
10. Figure - Tiled Model 

In the last step, the 3D point cloud is created, using the results 
created in the first two phases. The pictures below show the 
settings and the final product:  

 
11. Figure - Point Cloud properties 

 
12. Figure - Point Cloud 

 

VI. DISCUSSION 

The images of the results show that the method has 
weaknesses. First of all, there will be no spatial information 
about visually homogeneous surfaces, such as the floor, wall 
and ceiling, because the software and the procedure it uses 
cannot calculate spatial intersection points, so there could only 
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be a point formed on those parts if we interpolated a plane to 
those places, which would negatively affect accuracy. 
Another obvious problem is that dots are formed in places 
where they obviously shouldn't be. These can be caused by 
reflections or camera distortion. Their repair could be solved 
by manual cleaning or calibration. 

 

13. Figure - Generated noise below floor level 
 

VII. CONCLUSION 

In the case of images taken on inhomogeneous surfaces, a 
point cloud of adequate density can be created for the entire 
area, but under average conditions, you have to account for 
parts with missing data. By solving the problem of camera 
calibration, the points formed on the edges of the camera 
would improve in terms of accuracy. In any case, geometrical 
validation would be necessary in comparison with other 
measurement methods.  
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Abstract— This paper aims to present a GIS-aided safety 

map related to the non-invasive assessment of trees in urban 

green areas. The goal is to create an urban GIS-based evidence 

of the green areas focused on hidden tree pathology, in order to 

increase the safety of urban parks and provide an instrument 

for decision-making to eliminate trees that pose a danger to 

citizens due to hidden pathology. This is especially important in 

light of the tremendous physical destruction, injury, loss of life, 

and economic damage caused by wind disasters, as well as 

concurrent heavy rains and flooding, which have become 

increasingly common in recent decades. Improved 

observational capabilities and recordings of such events have led 

to greater public awareness of severe weather events. 

 Keywords—green cadaster, urban green, GIS, climate 

change  

I. INTRODUCTION  

Climate alter is an verifiable reality that's changing the 
world as we know it. Among its wide-ranging consequences, 
one of the foremost concerning is the escalated and expanded 
recurrence of wind calamities. Wind designs are unpredictably 
connected to climate frameworks. The change of climate 
designs due to worldwide warming has come about in shifts 
in wind concentrated, course, and dispersion. Hotter seas, for 
occurrence, give the fuel for tropical storms to create into 
more effective storms and tropical storms. Also, changes in 
temperature angles and air conditions can impact the 
arrangement and conduct of tornadoes. These changes in wind 
designs have driven to an expanded event of extraordinary 
wind occasions over the globe. Climate alter has contributed 
to a rise in extreme climate occasions having genuine impacts 
within the urban green zones. 

This paper investigates the application of Geographic Data 
Framework (GIS) in setting up a comprehensive database for 
overseeing green spaces in urban ranges. It talks about the 
duty of neighborhood governments to conduct inventories of 
open green spaces and make an prove registry for effective 
administration. The center is on examining the green ranges 
inside authoritative boundaries, considering components such 
as zone scope, vegetation quality, availability, and security. 
By receiving an individualized approach for each green space 
entity, a more exact understanding of the whole green 
infrastructure within regional regulatory units can be 
accomplished, empowering viable measures for support and 
administration.  

A. THE URBAN GREEN AREAS 

In 2015, the entire region of urban green spaces in 
Romania was 25,778 hectares. This speaks to an increment 
of 4,145 hectares compared to 1991. This data is given by the 
National Established of Measurements (2017) and alludes to 
the range of green spaces created within the frame of parks, 
open gardens, squares, plots with trees and blooms, forests, 
cemeteries, grounds of sports grounds and offices that are 
found within the buildable edges of the territories, i.e. open 
green spaces. 

These figures reflect an increment within the zone of urban 
green spaces in Romania over a few 24 a long time. 
It is critical to note that these information allude as it were to 
green spaces formally created and perceived as open green 
spaces. Other shapes of green spaces, such as undeveloped 
natural areas or rural arrive in or close regions, may not be 
included in these insights. 
This increment within the sum of urban green space may 
reflect the endeavors of specialists and communities to 
advance and create green regions to move forward the quality 
of life within the urban environment and preserve biodiversity. 
Be that as it may, it is imperative to proceed endeavors to 
preserve and reasonably create green spaces inside cities to 
guarantee a solid and adjusted urban environment for 
inhabitants. 
Looking at the province scale, concurring to Figure 1, 27 
provinces in Romania appear an increment within the sum of 
urban green space. This shows that endeavors have been made 
in these districts to develop and extend green spaces in urban 
zones. These increments may be the result of nearby activities 
and arrangements advancing natural assurance, progressed 
quality of life and feasible advancement of cities. Province 
and neighborhood specialists can actualize programs and 
projects aimed at creating parks, open gardens and other green 
spaces inside communities. 
It is gratifying to see that there's intrigued and commitment to 
expanding the sum of urban green space in most districts in 
Romania. This will contribute to more advantageous, more 
wonderful and economical urban situations, giving 
recreational and relaxation opportunities for communities and 
advancing biodiversity. 
Be that as it may, it is imperative to proceed to screen and back 
the advancement of urban green spaces in all districts to 
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ensure an fitting adjust between the wants of urban 
advancement and natural preservation.  

Figure 1. Evolution of the area of urban green infrastructure 
between 1991 and 2015 (data source Institutul Național de 

Statistică – 2017) cited by Udvardy, Borșan 20230 

 

B. Creation the databases related to the  green cadastre 

Nowadays, GIS is one of the most instruments utilized to 
analyze green spaces and vegetation in urban ranges. These 
frameworks are utilized for green cadastre databases, 
coordinates administration plans and the foundation of 
mediation stages for urban vegetation. 

One of the major preferences of GIS frameworks is their 
capacity to create complex, geo-referenced databases that can 
be powerfully reexamined and overhauled. These databases 
offer the plausibility to oversee nitty gritty data almost green 
spaces and urban vegetation, encouraging educated decision-
making and fitting arranging of intercessions. Another vital 
advantage of GIS frameworks is their flexibility, permitting 
coordinate communication with particular innovations for top-
down approaches to green cadastre as well as bottom-up 
mapping strategies. This implies that information from a 
assortment of sources can be coordinates, from adherent 
pictures and orthophotos to locally collected client 
information. The framework can therefore be utilized to urge 
a complete and point by point picture of green spaces and 
vegetation within the urban environment. 

In expansion, advanced innovation permits the utilize of 
UAVs to gather GIS information. These UAVs can be 
prepared with different rebellious such as high-performance 
cameras, temperature and mugginess sensors, infrared sensors 
and others. This permits much more complex and 
comprehensive databases to be gotten than with conventional 
strategies. 

To enroll trees in a GIS database, an approach is utilized 
to incorporate diverse traits pertinent to each group/entity 

- Uniq ID - each tree can have a special identifier to permit 
person recognizable proof and administration of each tree 
within the database. 

- Species - trait showing the species of the tree (e.g. oak, 
spruce, acacia, etc.). 

- Trunk breadth - the trait that records the breadth of the 
tree trunk, either at the base or at the tallness of 1.3 meters 

from the ground. Valuable for evaluating tree development 
and for arranging suitable care. 

- Trunk size - the property that records the size of the trunk 
of the tree measured at a given tallness over the ground (e.g. 
1.3 meters over the ground). This quantification is significant 
for surveying tree estimate and development. 

- Trunk height - the property that records the stature of the 
tree trunk, measured from the base of the tree to the primary 
quarter or primary department. This could be valuable for 
deciding the structure of the tree and its vertical measurement. 

- Crown breadth - the property that records the breadth of 
the crown of the tree, as a rule measured at the most extensive 
portion of the crown. This will be valuable for evaluating the 
flat estimate of the tree and the zone the crown involves. 

- Shaft deviation - the attribute that records the deviation 
of the shaft pivot from the vertical. It can be communicated in 
degrees and demonstrates whether the tree is vertical or 
slanted to the vertical. This data is critical for surveying shaft 
steadiness and deciding potential auxiliary issues. 

- Wellbeing status - an trait that shows the by and large 
wellbeing of the tree, counting evaluation of conceivable 
infection, harm or other issues. 

- Geographic area - the trait that contains the tree's 
geographic/geographic/ rectangular facilitates (scope and 
longitude) to permit precise situating of the tree on the outline 
within the GIS database. 

- Year planted - quality that records the year the tree was 
planted or set up to permit the age and history of the tree to be 
followed. 

When designing the database, particular codes will be 
alloted to each quality, depending on the sort of data it'll 
contain. 

- Content - this information sort is utilized to store printed 
data, such as tree species name, street title or any other printed 
portrayal. In common, a maximum length is indicated for the 
content field as required. 

- Numbers - is utilized to store entirety numbers, such as 
trunk circumference or trunk tallness. A least and maximum 
value is indicated to constrain the run of values acknowledged. 

- Genuine number - is utilized to store genuine numbers 
such as crown breadth or crown stature. A exactness (number 
of digits after the decimal point) is additionally indicated to 
control the detail of the genuine values. 

- Date - is utilized to store calendar dates, such as the date 
of planting or the date of the final record. It permits 
chronological operations and comparisons to be made. 

- Boolean - this information sort is used to store coherent 
values, such as tree wellbeing status (yes/no, true/false). It 
allows the representation of twofold data. 

MATERIALS AND METHODS 

Hidden tree pathologies 

Spoiling of trees alludes to the common rot handle that 
happens when a tree's natural matter breaks down over time. 
It could be a characteristic portion of the life cycle of trees 
and is fundamentally caused by organisms and microscopic 
organisms. When a tree passes on or is harmed, the method 
of deterioration starts, driving to the breakdown of the tree's 
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basic components. 
The spoiling handle ordinarily begins from the interior of the 
tree and advances outward- Figure 2. Organisms, particularly 
wood-rotting parasites, play a vital part in breaking down the 
tree's wood fibers. These organisms emit proteins that break 
down the complex particles within the wood into less 
difficult compounds, such as carbon dioxide and water. This 
handle makes a difference reuse supplements back into the 
environment. 

The decaying process can moreover posture dangers and 
challenges. Trees that are broadly rotted may gotten to be 
basically powerless and more inclined to falling, posturing a 
security risk. Usually especially concerning in urban zones 
where falling trees can harm property or imperil individuals. 
Hence, standard tree assessments and support are vital to 
recognize and address potential dangers related with decaying. 
It's worth noticing that not all decaying is unmistakable from 
the exterior. Trees may show up solid and vigorous on the 
surface whereas encountering noteworthy inside rot. Hence, 
the utilize of specialized instruments and strategies, such as 
sonic tomography or resistograph, can offer assistance 
arborists and tree specialists evaluate the inner condition of 
trees and make educated choices with respect to their 
administration and security. 

 

Figure 2. Internal rotting 

 
Risks and difficulties can also arise from the rotting 

process. Trees with widespread rot may weaken structurally 
and become more likely to fall, creating a safety threat. This 
is especially worrying in cities where falling trees can cause 
property damage or put people in danger. Therefore, it's 
crucial to identify and manage any potential concerns related 
to rotting by performing regular tree inspections and care. 

It's important to remember that not all rot is apparent from 
the outside. Trees may appear strong and healthy from the 
outside while suffering from serious internal deterioration. 
Thus, arborists and tree professionals can examine the internal 
condition of trees and come to wise management and safety 
judgments by using specific equipment and techniques, such 
as acoustic tomography or resistograph. 

 

 

 

NON INVASIVE ASSESSMENT 
 

Various anomalies that impact the course of sound waves 
can be found using a diagnostic equipment that measures the 
sound speed perpendicular to the fiber. Internal cavities, 
decay, and extensive fissures within the material are a few 
examples of such anomalies. The average sound speed 
perpendicular to the fiber in healthy, unbroken wood is 
between 1800 and 2000 m/s. 

However, the speed of sound is dramatically decreased in 
the presence of a fiber run break, increasing the measured 
propagation time. This shift in propagation time may be a sign 
of internal wood problems. The depth of a crack can also be 
determined by using this measurement method. While the 
penetration depth of a thin plate can be used to estimate the 
depth of a surface fracture, the crack route is not necessarily 
straight. As a result, the measurement may not precisely 
reflect the crack's depth. 

The propagation time over the crack and the propagation 
time over the same distance in an unaffected area without a 
fracture are compared to determine the crack depth (C). Divós 
et al. describe a formula for calculating crack depth that can 
be used for this purpose. 

 

𝐶 = 𝐷2 √(𝑇𝑐𝑟𝑎𝑐𝑘𝑇𝑠𝑜𝑙𝑖𝑑 ) 2 − 1 

 
Where: 
C - crack depth  
 D is the length of the propagation path 
T crack is the Propagation time in the cracked surface 
T solid is the propagation time in the crack free surface 
 
It operates by comparing the sound velocities of many 
sensors placed around the trunk.  
The fundamental premise of measurement is that if a hole or 
density difference occurs between sensors, sound velocity 
will decrease. 

 

Figure 3. Sound velocity measurement 
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Figure 4. The time passing data trough the trunk between 
the sensors/corrections 

 
RESULTS AND DISCUSSIONS 

 
Defect identification using measurements taken 

perpendicular to the fiber has proven to be successful. This 
approach is especially beneficial when the sound waves pass 
through a different path between the sensors. However, in 
order to detect faults that are not visible from the outside, more 
than two sensors may be required. This approach, known as 
acoustic tomography, has been used successfully in the 
evaluation of urban trees and is useful for investigating big 
cross-section timber and living trees. 

Austic tomography uses several sensors placed around the 
trunk or structure to measure the speed of sound. Sound 
velocity data can be compared to provide important insights. 
The sound velocity will decrease if there is a void or hole 
between two sensors. This theory underpins the measurement 
technique and provides an effective method for discovering 
hidden faults. This technology, which employs many sensors 
and measures sound velocities, is useful for investigating big 
cross-section timber and living trees, as well as examining 
urban tree health and integrity. 

 

Figure 5. Example of internal assessment 

 

Figure 6. Tilia cordata 

We can estimate the propagation speed on all available 
routes by tapping the sensors, for N = 12 sensors on N (N-1) 
/ 2 = 66 routes. The 3D device reconstructs the speed map of 
the inspected cross-section based on the 66 sound speed 
measurements. Figure 4 depicts the time flowing data along 
the trunk between the sensors, while Figure 5 depicts the 
imaging expression of the processing of physical data 
collected from the sensor.  

The colors represent the tree's condition. Red areas 
indicate destruction, whereas blue regions imply a hollow. 

CONCLUSIONS 
The acoustic tomography approach was tested in urban 

green spaces for its capacity to identify interior degradation 
in high-value trees. Based on preliminary study of acoustic 
tomograms, we conclude: - Acoustic tomography proven to 
be an efficient method for detecting internal structure change 
in urban trees; - The tomogram can show the position, relative 
size, and form of internal rotten areas; and - 

- Green cadastercadastre should record special data 
relating to the hidden disease of the trees in green cadaster. 

- The idea of Urban Green Safety must be taken into 
account in any assessment and data collection connected to 
urban green areas. 
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Abstract 

In my research, I want to estimate the honeybee pastures in 
Hungary, using satellite earth observation. The data source will be 
the SENTINEL-2 satellite images of the European Space Agency 
(ESA) COPERNICUS programme. The processing will be carried 
out using remote sensing tools and the analysis will be followed by 
setting up of a geospatial database. The database will be a raster 
data structure, which will contain the spatial distribution of the 
isolated plant species and the estimated time of expected flowering, 
with special emphasis on the periodic isolation of white acacia 
(Robinia Pseudoacacia) in the south ('lower acacia') and north 
('upper acacia'). The resulting database is the bases for an open 
database in the form of a Web Map Service (WMS). 

Keywords: 

 Bee pastures 

 Satellite earth observation 

 Geospatial database 

I. Introduction 

 Hungary has one of the most important beekeeping 
industries in the EU. Currently there are 1.2 million bee 
colonies in Hungary and 20,000 beekeepers, of which 20% are 
full-time beekeepers, 70% are part-time beekeepers and 10% 
are hobby beekeepers. 60 % of beekeepers are migratory 
beekeepers travelling across the country from flowering to 
flowering, the remaining 40 % keep a stationary apiary. The 
number of colonies per square kilometre varies widely across 
the European Union, with an average of 4.04 colonies per 
square kilometre, but in Hungary there are up to 13 colonies 
per square kilometre, currently the highest in the EU [1]. 
Unfortunately, high bee density not only has a negative impact 
on overgrazing, but also contributes to spread infections more 
rapidly. 
Major bee pastures in Hungary [2]: 
There are three major type of plants, that are important for 
beekeeping, because of their  economic relevance: 
1. Rapeseed (Brassica napus): herbaceous plant of the 
Brassica family, one of our most important honey plants. The 
weather does not particularly affect the quality of the 
rapeseed flowering, which starts to bloom at about the same 
time throughout the country, around 15th of April. The 
flowering period for bee pastures lasts on average two weeks. 
The bright yellow colour of the flowers makes them easy to 
identify from satellite imagery [3]. Interestingly, the optimal 
pH of the honey makes it suitable for people with stomach 
problems, as it can also be used to relieve acid overload. 

 

 

1. Figure: rape flowering, beekeeping container on the right 

 

2. Figure Rapeseed fields from satellite imagery. The yellow fields 
are clearly identifiable during flowering period. 

2. White acacia (Robinia pseudoacacia), is the most 
important honey plant in Hungary. The time, quality and 
length of its flowering is greatly influenced by the weather, 
which is usually 10 days (± 1-2 days). The flowering 
propagates from south to north, and in beekeeping 
terminology it is distinguished from the lower (southern) 
acacia, and the upper (northern) acacia. When the upper 
acacia starts flowering, the lower acacia finishes flowering. If 
the lower acacia is poor quality, the beekeepers will often 
migrate to the central acacia (central part of the country). 
Identification of the flowering by satellite imagery is not as 
straightforward as for rape. For the ease of identification, it is 
worth identifying the woods themselves first, on a pre-
flowering image, and then comparing with the presumed 
flowering date. It will then be easier to identify the acacia 
stands to be surveyed.  
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3. Figure: Acacia forest before flowering in tru color optical 
satellite image. 

 

4. Figure: The same acacia forest during the flowering. Clearly 
visible whiteish patches appeared on the forest. 

3. Sunflower (Helianthus annuus), a plant with 
significant industrial and apicultural benefits, the main use 
for the oil that can be extracted from the seeds. The quality of 
its flowering is partly influenced by the weather, with the 
main influence being on the length of flowering, which lasts  
2 weeks in average, but in rare cases may last up to one 
month. Varietal honey is difficult to collect from the flower, 
as several field plants (such as the stitchwort (Stachys annua), 
which is typically found in pastures and wheat fields) flower 
at the same time as the sunflower, and is therefore usually 
sold as mixed flower honey. It is the last of the three major 
bee pastures in Hungary to flower, so it plays an important 
role in preparing bees for winter. 
 

 

5. Figure: Sunflower flowering in satellite image. During 
flowering, a yellowish-green colour appears on the otherwise 

green-coloured board. 

 

 

6. Figure: Sunflowers blooming. Because the flowers are not fully 
upward facing, they do not look as spectacular in satellite images 

as in rape flowering. 

II. DATA 
 The focus of my research is the mapping of honeybee 
pastures in Hungary, using the SENTINEL-2 satellites of the 
SENTINEL satellite family, developed by the European Space 
Agency's (ESA) Copernicus Programme. SENTINEL-2 is a 
pair (2A and 2B) of high-resolution earth observation 
satellites equipped with multispectral sensors, which are 
phased at 180° to each other and orbit in a sun-synchronous 
orbit [3]. The satellites have a return period of 10 days, so they 
take images of the same area in every 10 days, but because 
they are in pairs, images of the same area are available every 
5 days. One of their missions is to monitor the Earth to gather 
information for agriculture, forestry and to track changes in 
the Earth's surface cover. By using multispectral sensors, it 
captures images in 12 bands of visible light, near infrared and 
mid-infrared part of the spectra, The images are freely 
availably via Interned [3]. For my project I will mainly use the 
visible light range (400 nm - 700 nm). The aim of my research 
is to create a map that will cover the whole of Hungary, 
provide beekeepers with statistical information and be openly 
accessible to them. 

The source of the data is the Earth Observation 
Information System ("FIR") [4], from which I downloaded the 
satellite images. The FIR is operated by Lechner 
Tudásközpont Nonprofit Ltd (LTK), the Government Agency 
for Information Technology Development (KIFÜ), the 
National Infocommunication Service Company (NISZ) and 
the Digital Government Agency (DKÜ). The website is open 
to the public and free of charge. The aim of the website is to 
pre-select the Sentinel images that cover the territory of 
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Hungary and to make them available in the national  
projection system of Hungary (EOV). Before downloading, 
the user have  to select the satellite images he/she wants to 
download (in our case Sentinel 2), select the period and select 
the interested area. The selection can be made on the current 
viewpoint, on a specific point, draw a polygon or a simple 
rectangle, or even upload a shape file of its own that selects 
the area to be searched. The result can then be filtered. For 
each type of satellite you can apply different filters. For 
Sentinel 2, you can filter by satellite ID (Sentinel 2A, or 
Sentinel 2B), product type, relative orbit number, and 
maximum tolerance for cloud cover in percent. 

 

7. Figure: Detail of the FIR query graphical user interface 

Images can be previewed before downloading, either in 
real colour or in false color. When downloading, the user also 
have the option to pre-select which bands he/she want to 
download. 

III. METHODOLOGY 
I started processing the data in Matlab, with using 

the "Mapping Toolbox" add-on. With the Mapping 
Toolbox, I was able to call up GeoTIFF files previously 
downloaded from FIR's system and retrieve descriptive 
data from them. The scanned GeoTIFF files were stored 
in Matlab in 3-dimensional matrixes. I first selected the 
bands that were of interest to me and then viewed the 
histograms of those bands. Based on the histograms I 
plotted, I decided which range of values for the bands was 
the most relevant, and I rescaled the distribution of values 
between the minimum and maximum values of the range 
using the "rescale" command [6]. The rescaling was 
necessary to make the images interpretable, without the 
process, the images are very dark and practically 
uninterpretable (this process is called histogram 
equalization). 

After the rescaling was done, I can start analysing 
the images. I started by detecting the bee pastures.  

For this I had the help of several beekeepers, 
(including István Böröcz, personal communication ), who 
provided me with coordinates of the bee pastures they grazed 
during the beekeeping season. I analyzed each flowering 
periodically, at times before, during, and after bloom. 

Using the Mapping Toolbox I was able to display 
the scanned images in EOV coordinate system. First I 
located the area in the image where the bloom was visible. 
Then, using the "ginput" command, I subtracted two EOV Y 
and X coordinates, which formed two opposite corners of a 
square. I then used the "mapcrop" command to crop the 
square, and then used the same EOV coordinates to crop the 
same area from the other satellite images. 

 

 
8. Figure: Histogram of the red band (B4)of one of the satellite 

images in Matlab, before the rescaling. It can be clearly seen that 
there is a huge value area within the band, but the significant 
values are between 1100 and 3000. In Sentinel-2 images, the 

grayscale values are stored in 12 bits, so their values range from 0 
to 4095. However, as observed in the diagram, the images 

downloaded from the FIR system can exhibit grayscale values over 
a much larger range. Nevertheless, I have not found an 
explanation for this wider range within the FIR system. 

 
9. Figure: The same satellite image histogram, after the rescaling. 

The values are clearly distributed between 0 and 1. 
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10. Figure: Acacia forest surveyed as seen on SENTINEL-2 true 
color satellite image, in spring (04.02.2020) before flowering, near 
Szirák (north Hungary). Map coordinates are in EOV coordinate 
system 

 
11. Figure: The same acacia forest as on Fig. 11. during the 
flowering period of the examined acacia forest (05.22.2020).  The 
whitish spots are the trees, while darker spots represent tree 
shadows. 

 
12. Figure: The same acacia forest as on Fig. 11 and 12. after 
flowering (06.06.2020.). In the forest, observable white patches 
have disappeared. 

IV. Discussions 
In Hungary the primary bee pastures are rape, white 

acacia and sunflower. They can be identified from satellite 
imagery, but, with the exception of rape, this task requires the 
analysis of several images. Because satellite images are not 
always taken of the same area, it is not possible to select the 
areas to be analysed using image coordinates, and it is 
necessary to use Georeferenced images. Matlab makes it 
easier to process satellite imagery, but because of its many 
functions, it is essential to use the Mapping Toolbox, which 
allows Matlab to handle projection systems and perform 
various mapping operations, such as map cropping. Thanks 
to the Matlab Mapping Toolbox, I could display the original 
image in a projection system and then to select the boundaries 
of the area to be cropped on the map, which can be used to 
perform the cropping on other images without the need to 
locate the area again. I have saved the resulting crops in 
GeoTIFF format so that I do not have to create new crops for 
later parts of the work.  

In the future, I intend to use the clippings for a machine 
learning system to automate the extraction of the searched 
areas, and to link the resulting data to the Hungarian 
Beekeeping Geospatial Support System [7]I developed 
earlier in the form of a WMS service. 
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Abstract—Satellite gravimetry has emerged as a powerful 

tool for monitoring Earth's gravitational field variations, 

revolutionizing our understanding of geophysical processes and 

their impacts on our planet. This scientific paper provides an 

overview of the current state of satellite gravimetry, highlighting 

recent advancements, applications, and future prospects in this 

field. We discuss the technological developments that have 

enabled more accurate and comprehensive measurements, 

explore the diverse applications across geophysics, climate 

science, and hydrology, and outline the potential directions for 

satellite gravimetry in the coming years. 

Keywords—gravimetry, gravity field, satellite geodesy 

I. INTRODUCTION 

Satellite gravimetry, also known as satellite-based gravity 
mapping, has become an indispensable technique for 
monitoring and understanding Earth's dynamic processes. 
This method involves the precise measurement of variations 
in the gravitational field by tracking the motion of orbiting 
satellites. The data obtained from satellite gravimetry have 
applications ranging from studying the Earth's interior to 
monitoring changes in the polar ice caps and detecting 
subsurface water resources. In this paper, we provide an 
overview of the current state of satellite gravimetry, 
discussing its evolution, technological advancements, 
applications, and future prospects. 

II. BACKGROUND 

A. Mahematical Background 

A square integrable function, such as the gravity field of 
the Earth in the outer space, can be represented by spherical 
harmonic functions, defined on the surface of infinite number 
of concentric spheres [1].  

 
 () 

where GM is the gravitational constant times mass of 
Earth; r, λ, θ are the spherical geocentric coordinates of 
computation point (radius, longitude, latitude); a is a reference 
length (mean semi-major axis of Earth) = 6371 km; Plm(cos 
θ)are the associated Lengendre functions; l, m are the degree, 
order of spherical harmonics; Clm, Slm are spherical harmonic 
(or Stokes') coefficients of the potential. 

Similar equations can be derived for T=V-U disturbing 
potential, where U is the normal potential [1]: 

 () 

and for the deflection of the vertical [1]: 

 () 

 () 

where ζ is the meridional direction value and η is the 
vertical direction value. Also, two forms of spherical 
harmonics representation of the variations of the gravity, the 
first derivative of the potential are used, the gravity anomaly 
[1] 

 () 

and the gravity disturbance [1] 

 () 

The second derivatives of the potential are referred to as 
gravity gradients. The gravity gradients are 9 different second 
derivatives of the potential, each are different combinations of 
derivatives with respect to r,  and . These are forming the 
Marussi tensor [1].  

      () 

Among them, the largest is the vertical gravity gradient, 
which is [1]  

 () 

Gravity gradients are more suitable to be described in local 
coordinate systems, with considering the gradient along the 
North (N), East (E) and Up (Z) directions. The Marussi tensor 
is symmetric and is defined by six quantities which, in the 
north-oriented system centred on the observation point, are 
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TNN, TEE, TZZ, TNZ, TEZ, TEN; five of these are independent as 
the trace (TNN + TEE + TZZ) is equal to zero. The formulas for 
the north-oriented gradients are [2] 

  () 

     () 

  () 

 () 

 () 

  () 

The potential directly cannot be measured, but the 
deflection of the vertical, the gravity anomaly / gravity 
disturbance and gravity gradients can be observed. For large 
scale observations, satellite-borne methods are used, named 
satellite gravimetry. 

B. Demand on Application of Satellite Gravity Data 

Satellite gravimetry is a scientific technique that involves 
using satellites to measure the Earth's gravitational field 
[3][4]. The primary task of satellite gravimetry is to provide 
precise and detailed information about the distribution of mass 
within the Earth, which can be used for a variety of purposes, 
including: 

• Monitoring changes in the Earth's Gravity Field: this 
can be used to track movements of mass within the 
Earth, such as the melting of ice sheets [5][6], changes 
in groundwater storage [7][8], and shifts in the 
distribution of ocean water [9][10]. 

• Geodesy and Reference Frames: satellite gravimetry 
helps in improving the accuracy of geodetic reference 
frames, which are essential for activities like 
navigation [11][12], land surveying [13][14], 
deformation monitoring [15][16], and the study of 
Earth's shape and size [17][18]. 

• Sea-Level Rise and Ocean Circulation: by measuring 
changes in ocean mass and circulation, satellite 
gravimetry provides valuable data for studying sea-
level rise, ocean currents, and their impact on climate 
and coastal regions [19][20]. 

• Earthquake and Volcano Monitoring: it can be used to 
monitor subtle changes in the Earth's crust that may 
indicate tectonic plate movements, potential 
earthquake hazards, and volcanic activity [21][22]. 

• Hydrology and Water Resources Management: 
satellite gravimetry helps in assessing changes in 
terrestrial water storage, which is crucial for managing 

water resources, predicting droughts or floods, and 
understanding the Earth's water cycle [23][24]. 

• Glacial Mass Balance: by measuring changes in the 
mass of glaciers and ice sheets, satellite gravimetry 
contributes to our understanding of global climate 
change and its impact on polar regions [25][26]. 

• Atmospheric Studies: it can also be used to study 
variations in atmospheric mass, such as changes in air 
pressure and moisture content, which are important for 
weather forecasting and climate research [27][28]. 

• Environmental Disaster Monitoring: relevant natural 
disasters are tied to mass redistributions, many of them 
can efficiently benefit from the temporal varying 
gravity data. Direct impacts such as the melting of the 
permafrost melting [29][30], and indirect impacts such 
as related medical problems [31][32] are all witnessed. 

III. EVOLUTION AND TECHNOLOGICAL ADVANCEMENTS 

The concept of satellite gravimetry was first proposed in 
the 1960s. The methods have been further improved in the 
1980s and 1990s. Theoretical developments were 
implemented in the 2000s by the launch of the CHAMP, 
GRACE and GOCE satellites missions [33]. 

CHAMP (Challenging Mini-satellite Payload): CHAMP 
was a German satellite mission launched in July 2000 with the 
primary objective of studying Earth's magnetic field and 
gravity field [33] In order to complete the geomagnetic 
measurements, it had been equipped with a long boom at its 
face (Fig. 1). 

 
Fig. 1. CHAMP [34] 

GRACE (Gravity Recovery and Climate Experiment): 
The GRACE mission, launched in 2002 and succeeded by 
GRACE-FO in 2018, is a collaborative effort between NASA 
and the German Aerospace Center (DLR) [33]. GRACE is 
known for its unique approach to measuring Earth's gravity 
field by observing range rate variations between the identical 
satellites (Fig 2.), GRACE A and GRACE B with high-
precision laser interferometry [34].  

 
Fig. 2. GRACE [34] 
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GOCE (Gravity field and steady-state Ocean Circulation 
Explorer): GOCE was an Earth observation satellite mission 
launched by the European Space Agency (ESA) in 2009 [33]. 
It was dedicated to measuring Earth's gravity field with very 
fine spatial resolution by implementing the gravity 
gradiometry technique in space (Fig. 3). 

 
Fig. 3. GOCE [34] 

These satellite missions, CHAMP, GRACE, and GOCE, 
have played vital roles in advancing our understanding of 
Earth's gravity field, geophysical processes, and their impacts 
on our planet, making significant contributions to various 
scientific disciplines. All these three missions could have been 
realized primarily due to the development of high-precision 
blackjack GPS receivers and ultra-stable accelerometers. 
Additionally, technological advancements in satellite design 
(GOCE), range-rate laser interferometry (GRACE), and 
precise tracking systems have improved measurement 
accuracy. Upcoming mission GRACE-FO (Follow-On) 
continued to push the boundaries of precision [35]. 

IV. PRESENT STATUS OF SATELLITE GRAVIMETRY 

By the mid-2010s, CHAMP, GRACE and GOCE has 
ceased operation. As GRACE has provided useful time series 
of mass variation, its follow-on mission has been settled.  

The Gravity Recovery and Climate Experiment-Follow-
On (GRACE-FO) Mission was launched on 22 May 2018, 
which is jointly operated by NASA and GFZ, and provides a 
continuity for the GRACE temporal gravity field models [35]. 

The primary objective of the GRACE-FO is to obtain 
precise global and high-resolution models for static and 
temporal components of the gravity field. As in the original 
GRACE mission, this goal is achieved by making precise 
measurements of the inter-satellite range between the two 
identical satellites. The satellites are revolving on a co-planar, 
polar, low altitude orbit tracked by a K/Ka-Band microwave 
system. The innovative observation of the mission is the Laser 
Ranging Interferometer (LRI) for ranging the distance 
between the satellites. For positioning, both satellites carry 
high-precision Global Navigation Satellite System (GNSS) 
receivers, and for ranging from the ground a Laser Retro-
Reflector (LRR), and for observing non-gravitational 
accelerations influencing the satellites, high-accuracy 
accelerometers are carried in their center of mass [36]. 

 
Fig. 4. GRACE-FO [37] 

 

V. FUTURE PROSPECTS 

The GRACE-FO performs well, but its planned mission 
lifetime is already over as it was planned to stay in orbit and 
delivering observations until May 2023 [38]. Therefore, future 
perspectives are under considerations.  

After GOCE, GRACE and GRACE-FO, there is still a 
need for improvement of spatial resolution [39]. The demand 
can be defined as 

• a 40 km to 100 km spatial scale static gravity field, and  

• time-varying gravity fields on scales smaller than 500 
km. 

Figure 5 shows the spectral signal power of the 
gravitational field components. The time varying gravity 
signal is less than the static, and it decrease essentially 
increasing resolution [40]. Both accuracy and resolution can 
be improved by future satellite gravity missions, for static and 
time varying gravity field as well.  

 
Fig. 5. Spherical harmonic spectrum of gravity field signal (black curve), 
and the time variable gravity signal (blue curve). The accuracy spectrum of 
the present best available gravity field model, EGM08 (red curve). 

For geodetic applications, the spectral omission error due 
to the improper spatial resolution of satellite-borne 
observations is a limiting factor [41]. The recommended 
method for extending the spatial resolution of future missions 
as much as possible, while improving the modelling of the 
small-scale gravity components involved by inclusion of 
ground-based gravity information and topographic models. 
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Geodetic needs for improved gravity models are defined in 
several applications, such as developing  

• precise vertical reference systems,  

• applicability of GNSS/levelling techniques,  

• proper use of inertial navigation, 

• precise orbit determination, and 

• for precise positioning.  

Nowadays, global height systems with an accuracy of 1 
cm are needed to study sea level and ocean circulation. This 
can be achieved by a future satellite mission with higher 
spatial resolution, combined with improved modelling of local 
and regional gravity fields. Similarly, determination of 
physical heights by GNSS levelling from the decimeter to the 
centimeter level may be improved by the increase of the 
accuracy of the global height systems. Any improvement in 
global gravity field models for inertial vehicle navigation, in 
particular for the guidance of submarines, aircraft and 
missiles, would contribute to improving reliability and the 
radius of the operation [42]. 

Now the technical and methodological developments is 
summarized, which can lead to achieve the demanded 
improvements in accuracy and resolution of the global gravity 
field models. Here are some issues to be taken into account for 
future developments. 

A. Enhanced Accuracy 

Continued advancements in satellite technology will lead 
to even more precise gravity measurements. Integration of 
laser interferometry and quantum sensors may further enhance 
measurement capabilities. Relevant expectations are 
established based on the applicability of the achievements of 
quantum technology under space environment.  

B. Expanded Coverage 

Smaller, more cost-effective satellite missions may enable 
increased spatial and temporal coverage. Collaborative efforts 
among space agencies worldwide will enhance global 
monitoring. 

C. Multidisciplinary Collaboration 

Increased collaboration between satellite gravimetry, 
remote sensing, and climate science will yield a more holistic 
understanding of Earth's systems. Interdisciplinary research 
will address complex challenges, such as climate change and 
natural hazards. 

D. AI and Machine Learning 

The application of artificial intelligence and machine 
learning algorithms will facilitate data analysis and 
interpretation. These techniques will enable real-time 
monitoring and more robust predictions. 

VI. FUTURE PROSPECTS 

Satellite gravimetry has rapidly evolved, offering 
invaluable insights into Earth's dynamic processes. 
Advancements in technology and increasing international 
collaboration are poised to propel this field further into the 
future. With its multifaceted applications and potential for 
addressing pressing global challenges, satellite gravimetry 
remains a crucial tool for Earth scientists and policymakers 
alike.  
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Abstract— In recent decades, the automotive industry has 

been about cutting costs and increasing profits. Companies have 

improved their processes and reduced the amount of scrap to 

maximize their performance. This idea is driven through 

practical perspective in this study. Optimize the process we were 

using lean process improvement tools such as workday 

recording and the standard work chart. Besides the standard 

work chart, we use some other classic lean techniques such as 

5S or kaizen. 5S is the basis for orderly, quality work. Kaizen is 

a process consisting of small improvement actions, which is 

mostly cost-free, making it an excellent tool for companies that 

want to improve their processes and reduce costs, how to make 

a production system in an automotive environment more 

efficient. The article describes the status of the production cell, 

describes the kaizen proposals. After the corrective measures 

have been carried out, the cell is presented so that the increase 

in capacity can be detected. It illustrates quality and process 

engineering tasks and solutions. 

Keywords— Automotive industry, Production cell, 5S, 

Kaizen, Quality engineering 

I. INTRODUCTION 

In today's automotive industry, companies need to 
produce a product of sufficient quality to satisfy their 
customers, in addition to maximizing profits and 
environmental targets. Minimizing the amount of scrap is 
also important from an environmental point of view, and it 
also plays a big role in reducing costs. Companies also aim 
to improve their work processes. It is also important to 
ensure the safety of workers and create an orderly working 
environment. 

The main objective is to increase the efficiency of 
production equipment and processes, thereby increasing 
customer satisfaction. To increase the efficiency of the 
production process, sources of loss must be eliminated. 
Companies should use methods that maximize capacity 
with the highest efficiency at the lowest cost. So, we are not 
talking primarily about automation, but about small 
changes that may be insignificant individually, but over a 
longer time horizon are very effective in increasing 
production capacity. The moves and methods in people's 
work processes must be found that have no added value and 
are therefore redundant. By eliminating these movements, 
rearranging the working environment, and making some 
small changes, work can be simplified, and process 
efficiency increased. 

Perhaps the best method is to adopt a lean approach, 
because lean refers to all activities that do not create value 
as waste and aims to eliminate them. 

II. ABOUT LEAN IN GENERAL 

The lean management in short, it is about reducing 
costs, losses and inventories, thereby in short, to increase 
quality and added value [1]. 

 

Fig. 1.: “Lean House” (Source: own editing) 

Figure 1 shows the "lean house", also known as the 
"lean church". This figure illustrates the Toyota production 
system (TPS) [2], which shows that the companies have to 
produce the best quality, in the shortest time, at the lowest 
cost, thereby minimizing their losses and maximizing their 
profits. At the lowest level are the company values, 
followed by the corporate culture. At the next level are 
standardization, visualization and Kaizen, which are tools 
to minimize or eliminate sources of loss. Jidoka [3] is one 
of the pillars of TPS and is basically nothing more than 
automation. The two basic principles of Jidoka are: 
machines can stop automatically when an anomaly is 
detected; and human and machine work must be separated. 
On the same "pillar" is the term Poka-Yoke [4], which is a 
set of devices and solutions that indicate faults 
electronically or mechanically, designed to avoid them. JIT 
(Just in Time) [5] is the other pillar of TPS and its essence is 
very simple: the necessary product, in the required quantity, 
at the required time. Heijunka, or balanced production, is a 
prerequisite for JIT. By applying it, inventories are 
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significantly reduced, so that production becomes more 
flexible, making it easier for companies to respond to and 
meet customer demand [6]. 

Companies that follow a lean approach, use tools 
that enable production processes such as 5S, SWC and 
Kaizen. Standard work chart (SWC) is a tool that 
provides a visual representation of the way of work in the 
workplace. It includes a layout drawing, as well as the 
length of the workflow, so it maps the workflow in its 
entirety, showing the material flow. 5S [7] comes from 
the initial letters of 5 Japanese words. These are the 
following words: 

• Sort  

• Set in order 

• Shine 

• Standardize 

• Sustain 

The 5S guarantees orderly, accident-free and efficient 
work and a transparent working environment.  The 
Japanese word Kaizen [8] is usually defined as 
continuous improvement. Mostly a process of costless or 
low-cost improvement measures, that minimize or 
eliminate losses in production processes. A Kaizen idea 
can be effectively implemented and implemented without 
major financial investment a competitive advantage for 
the company [9]. 

 The most important task for companies adopting 
a lean approach is to constantly look for, analyze and 
eliminate losses. Losses are defined as any activity that 
does not directly generate value for the customer.  

Let's see how lean identifies the basic sources of 
loss. Basically, we can identify 7 main losses, which we 
call the 7 MUDAs. The following figure illustrates these. 

 

Fig. 2.: 7 wastes (Source: own editing) 

We talk about overproduction when we produce 

more than our customers' needs, which means that our 
stocks are also higher. The biggest loss in production 
processes is overproduction because, if it occurs, then all 
the other losses will be present. Because in this case our 
stocks increase, and consequently the waiting time, so 
that unnecessary activities which do not add value to 
production appear. In addition, a series of movements 
carried out by the workers which do not increase the value 
of the product value added, are a significant source of 
losses. If the working conditions of workers are 
ergonomically inadequate, their performance and ability 
to concentrate at the end of the working day will be 
significantly reduced. Consequently, there is an increase 
in the production of scraps, as well as other errors and 
operations that are not justified to produce the product. 
And the plus 1 or 8th loss is untapped human knowledge. 

Eliminating these losses is therefore the goal of 
any organization that wants to run its processes 
economically and efficiently. Loss reduction options are 
basically divided into two groups, the extensive and the 
intensive methods. 

Extensive methods include overtime, i.e., increasing 
working time, putting unused shifts into production. 
Intensive methods include the increased involvement of 
intellectual work. This step is crucial for the efficient and 
quality-conscious operation of a company. Other methods 
include the rationalization of productive work and the 
general application of best working practices. 

III. STANDARD WORKING, STANDARD 
WORK CHART 

The Standard Work Chart (SWC) is a tool that 
provides a visual representation of the way of work in the 
workplace. A summary operations sheet describing the 
standard work, structured as a schematic layout plan, a 
spaghetti diagram, production organization basic values. 
It follows the standard work steps of a standard 
operation and accounts for their time units. In the 
standard work chart, 3 main parts can be highlighted. In 
the standardized operation chart, a layout description 
which visualizes the layout of the work area and the flow 
of material. It indicates the locations (finished goods and 
raw material locations) and the work the quantity of 
materials in work in progress. It shows the way in which 
the worker follows the standard work route and the 
locations where the material passes through the product 
realization process. 

The other important part of the standard work chart is 
the norm calculation and the data required for takt time 
and cycle time planning. It can also be referred to as a 
Kaizen tool, because it can be used to reveal problems in 
the work processes. It maps the process, including sub-
processes, activities, operations, and operational 
elements. It examines the differences between TT (Takt 
Time), HTT (Hungarian Takt Time), CT (Cycle Time). 

Time analysis is a basic technique for understanding 
and improving current processes. To identify standard 
workflows, we need to know the time required for all 
operations. Through time analysis, we can find the 
hidden problems in processes, and it helps us to find 
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ways to improve them. 

The Standard Work Chart contains a layout plan 
which shows the material flow and human movement. It 
also includes the following statistics: number of working 
days in a month, monthly piece count, length of a shift, 
number of operators, and the utilization rate. From these 
data, the number of pieces per day and per shift, the takt 
time also can be calculated. In addition, it also shows the 
differences in the load of each operator. The monthly 
number of units divided by the number of working days 
is in a month, then we get the daily number of pieces. 
The number of pieces per shift can be calculated from 
the number of shifts and the number of products 
produced per month [6]. 

IV. THE WORK OF IMPROVEMENT 

The first and most important step in a development 
project is to map the current situation, presentation of the 
current situation. If we know each step of the current 
process in detail, we will be able to really improve the 
manufacturing cell in the future. It is important to check 
the processes in several shifts and take several 
measurements to get a complete picture of the current 
state of the production cell. 

In the present study, the assessment of the baseline 
condition of the automotive production cell started with 
the observation and measurement of the processes and 
elementary operations. The above mentioned is 
illustrated in the layout drawing. 

When developing a process, it is important to know 
that the operators do exactly and how long each part of 
their activity lasts. After measuring the length of each 
elementary operation and movement, we know the 
operator's manual time, walking time and waiting time, 
so we can see exactly where there are time intervals that 
can be exploited to increase the number of pieces 
produced. 

 
Fig. 3: Production cell layout drawing (Source: own editing) 

These data are stored in the Standard Work Chart. 
The SWC contains the layout drawing, the manual and 

machine times and all the data we needed for the 
calculations [10]. 

The layout shows that there are basically four 
operators working in the above cell. It can be clearly seen 
the individual elements of the operation and the paths of 
travel within the cell. One operator works at the Chiron 
51 milling machine (CH-51), two at the welding machine 
and the washing machine, and one at the SLP station, 
where the parameters of each finished product are 
checked individually. The operator working on the 
Chiron 51 milling machine goes to the conveyor belt to 
pick up the part, prepares it and replaces it with the part 
in the milling machine, then starts the program. Operator 
deburring the removed part and placed on the conveyor. 
A check measurement is made on the part every hour to 
check the size of the holes, the depth of the threads and 
the overall length of the profile. 

Meanwhile, another operator walks to the Chiron 
41 (CH-41) infeed conveyor and loads the material. He 
walks back to the Chiron 42 (CH-42) unloading conveyor, 
pairs the parts, picks up the already paired part, puts it in 
the washing machine and starts the program. Meanwhile, 
he puts two rings in the welder, then takes the paired part 
out of the washer and puts it in the welder and starts the 
program. At the end of the program, he places the welded 
part on the Chiron 51 infeed conveyor. The washed 
finished product from the washing machine is placed in 
the OK pallet. 

In parallel with these processes, operator 3 picks 
up the raw material from the conveyor belt and deburr it. 
He then places the part in the washing machine, takes it 
out and puts it in the OK pallet and walks back to the 
conveyor. He takes a measurement every hour on the 
given profile. The operator also performs bore and thread 
inspection and full- length measurement. 

The last step is to weigh and package all the parts 
that have been made so far. In this step, the operator 
checks the holes, alignment, threading and bending of 
each part. He visually checks the measured profile, then 
inserts it into the machine, locks it in place, followed by 
the welded joint check. The final operation is the 
packing. 

The baseline assessment of the manufacturing 
cell was followed by its development. Suggestions for 
improvements were introduced that affected the working 
environment, the measurement tools and the 
measurement process. The most important kaizen 
proposal was the moving of the operational element. 

In Figure 4, the diagram shows that operator 3 
(OP3) is the bottleneck in the process since he has the 
longest hand time (orange) and he therefore he is the 
most overloaded. In the case of the longest elementary 
operations, which are the preparation of the raw material 
and the and skimming, are moved to operator 2 (OP2), 
then the manual time of operator 3 (OP3) is 50,1 
seconds. With the transfer of the activity, the production 
of a cell with a capacity of 81 units per shift was 
increased to 94 units per shift. This will result in an 
additional production of 13 pieces per shift. This 
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increases to 39 pieces in one day, based on a 3-shift 
working schedule, resulting in 195 pieces in 5 working 
days. This is more than 2 shift capacity. The cell currently 
employs 4 operators, so the above calculation allows us 
to save 8 operator shifts when they can be involved in 
other value-adding processes, and the cell can be 
maintained and improved. 

 

Fig. 4.: Operator load charts before the development (Source: own 
editing) 

 

Fig. 5.: Operator load charts after the development (Source: own editing) 

The takt time of the process has been reduced from 
311.1 seconds to 268.1 seconds, which gives a surplus of 
13 pieces in 1 shift, 39 pieces in 1 day, 195 pieces in a week 
and 780 pieces in a month. 

Overall, the result of the above kaizen proposals 
is that the production cell can produce 7 shifts faster. 

V. DISCUSSION 

Our article introduces the lean approach, including its 
main tools and their use. It follows in detail the method and 
steps of process improvement of an automotive 
production cell. It goes through the individual 
development proposals and their demonstrable effects in 
a case study approach. It presents and analyses the 
operation of a production cell, breaking down the 
different operational elements through a Standard Work 
Chart. This has led to the identification of losses that can 
be eliminated to make the cell work more efficiently, thus 
enabling the customer's order to be fulfilled in a shorter 

time. By eliminating losses, leaner production could be 
achieved. Most of the proposals are cost-free or can be 
implemented at very low cost. By reorganizing the 
layout, a more ergonomic, orderly, and accident-free 
working environment for workers has been created. 
Thanks to the recommendations on measurement, the 
operator's previous walking time was eliminated and, 
together with the digital gauge attachment, the 
measurement process was shortened by 13 seconds. In the 
SLP area, the layout has been rearranged to create a more 
ergonomic working environment. The transfer of work 
tasks has resulted in a more even workload, so that the 
operators in the cell have almost the same workload. 
Transferring operations, we were able to increase the 
production of the cell from 81 units per shift to 94 units 
per shift, an increase of 13 units per shift, which is 39 
units per day. 

So, overall, the more efficient operation of the cell is 
guaranteed by the introduction of the kaizen proposals. In 
this case, the manufacturing cell can produce the 
customer's order faster than before. Operators can work 
in a safe and orderly working environment. However, we 
cannot sit back and relax, because the essence of kaizen 
is continuous improvement, so we need to reassess its 
status from time to time and look for possible 
improvement points. 

We have further summarized the improvement 
proposals mentioned in my article in an Ishikawa diagram 
in Fig.6. 

Ishikawa diagrams are sometimes referred to as fish 
bone diagrams or cause-and-effect diagrams created by 
Isikava Kaoru in 1968. Isikava made major 
breakthroughs in quality management, making him one 
of the founding fathers of modern management, and his 
basic concept of the fishbone diagram, first published in 
1920, has since been regarded as a fundamental tool of 
quality control. We often use the Ishikawa diagram in 
development work because it helps us to outline the 
stages and steps of the production process. 

This diagram can help us identify where quality 
control problems may arise, so we could determine what 
resources are needed to solve them [11]. 

In this case, it shows that the development proposals 
are basically divided into 5 groups with further sub-
categories: 

• Method 
• Measurement 
• Layout 
• Ergonomics 
• Work organization 
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Fig.6: Ishikawa diagram (Source: own editing) 

In this article, the herringbone diagram is not used in 
the usual way, as it does not follow a cause-and-effect 
structure but contains the proposals for improvement. 
The implementation of these kaizen suggestions led to a 
more efficient operation of the production cell. The 
Ishikawa diagram shows how, within each category, the 
implementation of these suggestions has helped to 
increase capacity while maintaining a safe and orderly 
working environment. 
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Abstract — In this short paper, I want to explore 

what the startup ecosystem is all about, what its key 
elements are and what it can mean for a city in its 
development. My aim is to find out what conditions are 
conducive to the creation of such an innovation network, 
what role science and innovation parks can play in this, 
what social missionary activities (education, research) of 
higher education institutions are conducive to the 
diffusion of an entrepreneurial, startup culture. I use a 
literature analysis to clarify the necessary knowledge 
and conceptual framework. I will use the assumption 
that science and innovation parks have a role for the 
dissemination of startup culture and in the building of 
the ecosystem. I assume that a startup ecosystem can 
have a strong impact on retaining talented young people 
in large cities and increasing the competitiveness of the 
region. 

Keywords — key elements of startup ecosystem, 
science and technology parks, keeping young talents at 
hometown, regional competitiveness 

INTRODUCTION 

The city of Székesfehérvár is facing the same 
urbanisation and global challenges as most other cities in 
Hungary and Western Europe. To maintain their 
competitiveness in the international economic space, they 
need to keep developing, otherwise they will be left behind 
and, from the investors' point of view, will only appear as a 
shrinking area on the map until they are completely out of 
sight. There is a growing demand from city dwellers for 
urban life to be more liveable, more likeable, healthier, 
greener, and more sustainable. The problem of keeping 
young people in their place is also a problem in all cities, 
and it is important that their fresh vision and new ideas are 
somehow retained and that their ideas are incorporated into 
the development opportunities of the city.  

One possible response to the challenges identified could 
be to build a local start-up ecosystem, which could be an 
alternative to keep talented young people in the city, while 
at the same time responding to global or local problems, 
implementing their innovative ideas, and starting new 
businesses, contributing to the development of the city and 
its region, and improving the lives of its residents. 

In 2023, the municipality has arrived at the gateway to a 
development opportunity with the planned Science and 
Innovation Park programme in Székesfehérvár, where the 
coordinated work of potential actors can help to increase the 
innovative capacity of the municipality and local society by 
supporting the matching of potential actors. This in turn can 
have an impact on the growth of the local economy, improve 
efficiency, create jobs, increase visibility in the international 
arena and, through complementary activities to shape 
attitudes, improve the well-being of the local population. 
The development of a start-up ecosystem that can be linked 

to and integrated into the Science and Innovation Park will 
create a vibrant, inspiring, and entrepreneurial atmosphere 
in which young people interested in the subject can find 
their place locally and in the international network. The city 
could thus become a winner in the fight to retain young 
talent, who can contribute to local R&D processes with their 
fresh ideas and innovative ideas, and in the medium term 
contribute to increasing the number of knowledge-intensive 
activities. One of the seven areas identified in McKinsey's 
study "Fueling the Hungarian start-up ecosystem" is to 
ensure support (e.g. attracting) talent, and to retain or attract 
young talent from other cities, including from the 
international market [1].  

The aim of the literature review is to define the concept 
of the startup ecosystem, to identify the key elements and to 
understand the role of science and innovation parks in the 
diffusion of startup culture. During the research, I have 
selected from the literature those that each bring us closer to 
understanding the field under study through a different 
perspective, to defining the startup ecosystem and to 
identifying the elements of the system, so that it can be 
framed and interpreted in a scientific perspective in further 
research in relation to the situation of a specific city. 

In addition to the peer-reviewed literature, during my 
research to find the relevant literature, I came across several 
blog posts, case studies and reports on cities, which I do not 
wish to present at this time, but the number of hits proves 
the popularity and importance of the topic. 

 

DEFINITION OF THE STARTUP ECOSYSTEM 

To define the startup ecosystem and to identify its key 
elements, I refer to the study Insights into startup 
ecosystems through exploration of multi-vocal literature by 
Nirnaya Tripathi, Pertti Seppänen, Ganesh Boominathan, 
Markku Oivo, Kari Liukkunen, published in Information 
and Software Technology in 2019. In it, the authors provide 
an overview of the definitions of startup ecosystems, the 
important elements that make up the system, and how they 
influence startups in their product development phases.  The 
authors used a "multivocal" literature analysis approach to 
the startup ecosystem, as they found little relevant literature 
on the novelty of the field. 18310 articles were filtered using 
various search engines, with results also examining "grey 
literature" (blog posts, web articles, white papers, etc.) that 
would not have been found through electronic databases. 
Finally, 63 articles were selected for their analysis, 
describing startup ecosystems around the world in some 
form. Three definitions of startup ecosystem were 
highlighted in their study, as defined by other authors, 
before they defined their own concept. 

Cukier et al. define it as "a region defined within a 30-
mile (or one-hour travel) radius, made up of people, 
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startups and various support organisations, working 
together as a complex system to create new startups and 
develop existing ones" (Cukier et al., 2016) [2]. In this 
approach, a network system to support innovative 
enterprises is presented in terms of activities within a 
specific geographical area. 

As Cervantes and Nardi (2012) state, "The startup 
community uses the term 'ecosystem' to describe the network 
of people, institutions and resources needed to build 
startups. This ecosystem includes entrepreneurs with 
diverse backgrounds, skills and experience, as well as 
private investors, public and private funding institutions, 
large companies that create infrastructure, and 
universities” [3]. In this interpretation, the focus is on the 
supportive environment, which contributes to the start-ups' 
launch through its resources. 

As defined by Krajcik and Formanek (2015), "A 
regional startup ecosystem is an effective way to support 
regional innovation, improve the business environment, 
ensure domestic product growth and employment in the 
country” [4]. The authors link the definition of the 
ecosystem to the level of the regions, which can have an 
impact on regional competitiveness through innovation 
outcomes and employment creation. 

Tripathi et al (2019) defined the elements of the startup 
ecosystem in eight themes and additional sub-elements: 
entrepreneurs, supporting factors, finance, demographics, 
market, education, human capital, technology [5]. They 
conclude their study by concluding that start-ups play a role 
in job creation and can become an important factor for 
economic development. And ecosystem elements are 
crucial to the creation of startups. Several common 
characteristics of startup ecosystems were highlighted:  

• multidimensional phenomenon. 

• It can be local or regional.  

• support actors are thought of as a network of 
collaborators with a vested interest in the system, 
acting as stakeholders. 

• Supporting infrastructure, which on a smaller scale 
focuses on the creation of new start-ups/enterprises; 
on a larger scale, it can have an impact on the 
growth of domestic production and the creation of 
new jobs. 

• an effective way to support innovation and improve 
the business environment. 

 

KEY ELEMENTS OF THE STARTUP ECOSYSTEM 

 The elements of the startup ecosystem are defined by 
Tripathi et al (2019) in eight themes and additional sub-
elements: entrepreneurs, supporting factors, finance, 
demography, market, education, human capital, technology. 
These are expanded in detail as follows: 

The entrepreneur is identified as a key element, whose 
goal may be self-employment or the development of 
opportunities. In the context of the entrepreneurial 
approach, both over-optimistic and realistic attitudes come 
to the fore, which can determine the development trajectory 
of an organisation. 

The supporting factors include a number of specific 
sub-elements: incubators and accelerators (important for 
early-stage startups, founders and startups); co-working 
spaces (where actors can collaborate to develop startups, 
network); events (provide a framework for meeting each 
other, contribute to the spread of startup culture); 
government (government subsidies, programmes to help 
create the "environment"); legal framework (taxes, 
intellectual property rights, facilitating business entry, 
immigration); media (social media opportunities, role of 
blogs and news agencies); mentoring (developing 
entrepreneurial mindset, boosting entrepreneurs' 
confidence). 

Finance is also a central element in the ecosystem, as 
startups need financing adapted to their life stages. In 
principle, two types of funding can come into the system, 
one from the state and one from the private sector. These in 
turn can be diverse: large corporate funding, seed 
investments (bootstrapping, angel investors, incubators, 
accelerators, FFF), venture capital funds (business 
expansion, further growth), bank loans, community 
funding. 

Demography is an important factor, and its components 
have an impact on the system as a whole: Within this, the 
importance of culture and language (may determine the 
creativity of the local population, presence or absence of 
startup culture); the impact of GDP (for the development of 
the economy; favourable GDP = may lead to easier 
financing); geography (location of the municipality and the 
determination of the economic structure); history (positive 
impact of startup success stories); immigrants (due to 
language and cultural differences, they see entrepreneurship 
and learning new technologies as a way of making a living). 

The market can be local, if start-ups can find a market 
for their products, or global, if the local market is small and 
there is no uptake. Startups need to focus on the needs of 
their customers. In this respect, the population of large cities 
is more favourable to start-ups than smaller municipalities. 

Education is a key area for startup ecosystems. Within 
this, the role of higher education institutions is crucial 
(entrepreneurship, dissemination of knowledge; 
development of an innovation-driven economy; role of 
talent management). Experience is also valued 
(involvement of someone with a strong entrepreneurial 
background and experience; familiarity with global 
markets). The role of the media is also emerging as a 
channel for information sharing and awareness raising. The 
family is not only involved as part of the FFF (friends, 
family, fools) in the seed stage as a financier, but also as a 
provider of education and moral support, by passing on the 
experience and knowledge accumulated in the business 
created in the family ties. 

Human capital is an important part of the system 
because of the talent it brings. Factors that play a role in 
developing human capital include educational institutions 
(by creating education and training programmes; spreading 
entrepreneurship; providing information about open startup 
jobs); government (by creating programmes to help identify 
talent; encouraging international cooperation to attract 
talent); and reaching out to young talent. 

Technology impacts on ecosystems and their actors. 
Also, within this category, the relationship between 
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geography, technology and industry is very closely linked 
(what technology is diffused within the geographical unit 
and what industry is built on it). What large companies are 
present in the region, what technology they use, can 
influence early-stage startups. The technology background 
of the founders of the startups. Another important element 
is the product developed, which is closely linked to the 
technology used and its innovative features. 

Tripathi et al (2019) conclude that startups can become 
an important tool for job creation and a driver of economic 
development. Together, these ecosystem elements are 
crucial for the creation of startups. 

THE IMPACT OF UNIVERSITY TEACHING AND 
RESEARCH ACTIVITIES ON THE 

ENTREPRENEURIAL DISPOSITION 

Chiara Marzocchi, Fumi Kitagawa & Mabel Sánchez-
Barrioluengo authors The Journal of Technology Transfer 
journal 44. Evolving missions and university 
entrepreneurship: academic spin-offs and graduate start-ups 
in the entrepreneurial society, published in the 2019 issue of 
the Journal of the Journal of Higher Education (JRC), they 
provide an overview of the impact of university teaching 
and research activities on the entrepreneurial disposition, 
ethos and actions of the higher education institution, which 
have a direct impact on the emergence of spin-off 
companies and student start-ups in the entrepreneurial 
society [6]. 

Their study focuses on England within the United 
Kingdom. The analysis is based on a longitudinal database 
of Higher Education Business Community Interaction (HE-
BCI) surveys and data from the Higher Education Statistics 
Agency (HESA), covering 163 higher education 
institutions. Their work also refers to related European 
Commission reports from 2012 and 2015, which underline 
the link between student entrepreneurship and 
regional/national economic performance, as there is a rise in 
the ranks of HEIs that encourage the development of student 
start-ups and the spread of entrepreneurship. 

Marzocchi and co-authors (2019) have the following 
findings for the English higher education sector: 

• The creation of spin-off companies has been stable 
over the period, and the generation of start-ups 
created by graduates has increased significantly. 

• Both research and education play a role in 
determining the chances of creating or growing 
entrepreneurial organisations.  

• In universities where there is a tradition of research 
activities and the aim is to develop and strengthen 
them, this favours the creation of academic spin-
offs in the short term. 

• For institutions traditionally focused on education, 
the focus is on student start-ups rather than 
academic spin-offs. 

• The entrepreneurial skills needed to stimulate 
business are underpinned by both education and 
research. 

• Universities are diverse, with different types 
generating different types of academic 
entrepreneurial organisations, depending on the 

internal characteristics of the institution (strengths, 
external environment, historical traditions).  

"Within higher education institutions, there is 
competition between student startups and spin-off 
companies, which can be reflected in their values and 
drivers. Spin-off companies are market-driven, their 
growth strategy and entrepreneurial characteristics 
may change over time. As their relationships and links 
with the university change. In the case of student start-
ups, some may be driven by socially motivated goals, 
while others may be driven by commercial goals. 
Universities may support student startups in the 
teaching and learning environment, while the nature of 
the student enterprise may change over time." 
(Marzocchi et al., 2019). 

At the end of their findings, the authors of the study 
asked further questions: should higher education institutions 
choose between supporting student start-ups and academic 
spin-off companies? How can support measures be used to 
develop both forms of entrepreneurship while balancing 
education and research? These are the games that are at play 
in the sphere and together influence the way in which a 
given higher education institution defines its own mission 
and influences the forms and dynamics of its entrepreneurial 
activities. 

THE ROLE OF SCIENCE AND INNOVATION 
PARKS IN SPREADING STARTUP CULTURE  

The authors Bálint Vasvári, Gábor Mayer, László Vasa 
in their study entitled The role of science and innovation 
parks in the development of the knowledge economy and 
the innovation ecosystem, published in the journal Tér-
Gazdaság-Ember in the 2nd issue of the VIII. volume 2020, 
review the concepts and tasks of science and innovation 
parks, present the Bolzano Science Park and the Singapore 
Science Park in the form of case studies, and formulate 
useful experiences for the Hungarian development policy 
[7]. 

To summarise the concepts and tasks of science and 
innovation parks (TIPs), the authors draw on the definitions 
of the IASP (International Association of Science Parks and 
Areas of Innovation), the UKSPA (The United Kingdom 
Science Park Association) and the success factors identified 
by the European Commission. For me, the definitions are 
important specifically because of the references to the place 
of start-ups in the system in the parks supporting the 
creation of innovation ecosystems, which can be identified 
in all three cases. In the UKSPA SIP's term we find startups 
named: „traditionally, it describes a business support 
environment that encourages and supports startups, the 
launch, incubation and development of high-growth, 
knowledge-based businesses...” [8]. The IASP understands 
the role of parks to include "facilitating the creation and 
growth of innovation-based companies through incubation 
and spin-off processes" [9]. The European Commission has 
identified incubation and acceleration activities as one of the 
key elements of a science and innovation park (SIP), which 
could be one of the elements to be considered in the design 
and development process when setting up a new SIP. Rowe 
points out that he is "enthusiastic to animate and inspire the 
STARTUP and Co-working scene for academics and young 
entrepreneurs" [10]. 
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In this case study on the Bolzano Science Park (Nature 
of Innovation), the authors look at the science park in 
Bolzano, in the South Tyrol province of northern Italy. They 
find that the park's strategy focuses on supporting young 
people to become entrepreneurs and on bringing the 
research results of academic actors to the market through 
start-up and technology transfer services. They identify as a 
strong activity the entrepreneurship education activities and 
the infrastructure and service framework provided for the 
start-up culture: start-up incubation programmes adapted to 
the different life cycles; technology transfer actions; 
innovation management (student camps, grants, product 
innovation programmes). 

The case study on the Singapore Science Park is also 
important because the authors present the SIP development 
vision of the city-state, voted the world's most competitive 
economy in 2019 by the World Economic Forum [11]. It 
was highlighted that the move of the National University of 
Singapore's Centre for Entrepreneurship Development to 
the park in 2000 marked a spectacular turnaround in 
innovation promotion. Technology transfer, the launch of 
start-up and spin-off programmes, and the „Overseas 
Colleges” initiative, through which a significant number of 
students have gained entrepreneurial internships with 
international start-ups. International agreements have been 
signed with 10 world-class universities to ensure quality 
services for their students. 

Vasvári and co-authors highlight among the lessons that 
can be drawn from this experience for domestic 
development policy: 

• from the NOI Science Park model to strengthen the 
start-up culture, focused investment incentives and 
the involvement of research institutions. 

• In the context of the Singapore Science Park model, 
the city-state is a hotbed for world-class companies 
that create the critical mass for the knowledge 
economy, as well as measures to encourage youth 
entrepreneurship. 

The development of levels of the education system and 
the development of entrepreneurial attitudes through the 
development of young people's assertiveness, independent 
thinking and risk-taking capacity are seen as a model for 
promoting innovation in the country. 

SUMMARY AND FURTHER RESEARCH 
PROPOSALS 

With the selected literature review, following Tripathi et 
al (2019), an interpretative framework was found in which 
the supporting elements of the startup ecosystem can be 
identified at the local level. Marzocchi and co-authors 
(2019), examining UK higher education institutions, have 
explored the entrepreneurial spirit of universities and the 
relationship between the scale of teaching and research 
activities to identify cases that favour the emergence of 
startups or spinoffs. In addition to its strong teaching 
activities, the Alba Regia Technical Faculty, Óbuda 
University is also working to broaden its research activities 
with its teaching and research community, which provides 
scope for the development of student start-ups and the 
emergence of research spin-offs. The two types of business 
development activities can be fully complementary, not in 

competition, and both can help to promote a more 
innovative approach, thus also promoting entrepreneurship.  

Vasvári and colleagues (2020), who analysed 
international case studies to define the concept and tasks of 
science and innovation parks, suggest that the proposals for 
domestic development policy could serve as a model for 
innovation promotion at the educational system level, for 
the development of entrepreneurial attitudes among young 
people and for the strengthening of start-up culture. The 
UKSPA, the IASP's definition of a SIP, as well as the 
European Commission's success factors, identify start-ups 
as innovative forms of entrepreneurship to be supported 
with incubation and acceleration services.  It is therefore 
appropriate to design the science and innovation park in 
Székesfehérvár in such a way that activities supporting start-
ups and culture can be included, together with student 
orientation. 

Székesfehérvár is not only the "city of kings", but also 
the home of businesses and economic organisations. As a 
result of the conscious industrial development of the city, it 
has become one of the country's leading economic power 
centres over many years. It is in an advantageous position, 
since in the years following the change of regime the local 
economic structure was not based on one dominant 
enterprise, but on a great number of large companies and 
small and medium-sized enterprises, with a presence in 
several sectors, grouped in 5 industrial parks. 

Two higher education institutions offer a wide range of 
courses in the municipality, the Kodolányi János University, 
the Alba Regia Technical Faculty of Óbuda University and 
the Keleti Károly Faculty of Business and Management, 
which means that there is a diverse student community. The 
municipality is open, proactive, supportive of new ideas and 
plays a catalytic role in the life of the municipality. 

Thanks to the cooperation of local higher education, 
economic actors and the municipality, the dual higher 
education system was established and consolidated from 
2015 onwards and has become one of the strengths of the 
city. I would like to examine the functioning of this local 
triple helix model as a possible starting point for a future 
study on how and under what conditions a start-up 
ecosystem based on cooperation can be created in the 
municipality. The spiral model, extended to a new segment, 
civil society, can bring new perspectives to innovation 
collaborations by reflecting the views and interests of the 
local population and by enforcing cultural and 
environmental aspects. 

This short paper has been prepared with the aim to 
provide a literature review to understand the conceptual 
framework of the startup ecosystem at the local level, to 
understand its conditions and its feasibility to be designed 
in a local science and innovation park.  

Further research on this topic is important to retain 
young talent and, through them and their potential 
entrepreneurial activities, to increase the competitiveness of 
the city and its region, to set it on a sustainable development 
path and to ensure the well-being of its inhabitants. 
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Abstract— This paper aims first to describe the definition of 

entrepreneurship and the business demography in Hungary. By 

examining the intention to start a Hungarian business the 

authors outlines the basic models of intention. The study 

analyses the factors affecting entrepreneurships. Due to space 

constraints, this article does not address the external factors (i.e. 

the impact of the entrepreneurial ecosystem), although previous 

research (including the GEM report) has shown that this is a 

significant factor influencing business start-ups and 

entrepreneurial activity. The impact of this factor has been 

analyzed in a previous article [11]. We focused in particular on 

the factors influencing the start-up decisions of young people, 

especially students. The entrepreneurial propensity of young 

people were examined. The results of one of the largest 

entrepreneurship research projects, GUESSS, were used for the 

analysis. Universities are of paramount importance in 

increasing entrepreneurial willingness and ambition. Age and 

educational qualification have a significant influence on the 

propensity to engage in entrepreneurship. Finally, 

the authors pointed out that entrepreneurial spirit is highest 

among young adults with a degree. 

Keywords—entrepreneurship, young people, entrepreneurial 

intention, entrepreneurial spirit, business demography 

I. INTRODUCTION 

The innovation ability of a country and thus its economic 
performance is crucially influenced by the level of 
entrepreneurship. To develop the economic development 
strategy, greater attention should be paid to entrepreneurships. 

There is no single precise definition of entrepreneurship. 
The research of entrepreneurship owes much to Joseph 
Schumpeter. He argued that the innovation and technological 
change of a nation come from the entrepreneurs. He created 
the concept “entrepreneurial spirit” and asserted that "... the 
doing of new things or the doing of things that are already 
being done in a new way" stemmed directly from the efforts 
of entrepreneurs [12].. “Other scholars understand 
entrepreneurship as a process of opportunities discovery with 
the final purpose of creating new wealth.” [10] 

World Economic Forum in its report defines the following 
short definition: “The pursuit of opportunities beyond the 
resources you currently control.” [14]. 

European Commission states [16] : “Entrepreneurship is a 
skill that can be learnt. You don't have to be born an 
entrepreneur to run a successful business. You can become 
one by developing an entrepreneurial mind set and skills. As 
Europe needs more entrepreneurs creating jobs, it's necessary 
to support this type of education in all EU countries. The main 
objective of the European Commission is to promote 
entrepreneurship education and stress its importance at all 
levels from primary school to university and beyond.”. 

II. TYPES OF ENTREPRENEURSHIPS AND THE PROPENSITY OF 

THEIR START 

A. Types of entrepreneurships  

The following types of entrepreneurships can currently be 
set up by individuals in Hungary: sole proprietorship, sole 
proprietorship company, one-person LLC, general 
partnership, limited partnership, limited liability company, 
joint-stock company. The most popular type of company is the 
sole proprietorship, which can be set up almost free of charge 
with a minimum initial investment and simple electronic 
administration. It is a one-person company with a small initial 
capital and easy to use electronic system. This one-person 
entrepreneurship, which has no legal personality, can be 
inherited and can be transformed into another company at any 
time. It can be suspended at any time and then resume within 
two years. The disadvantage is that the entrepreneur is solely 
responsible for the debts with his own assets. 

A sole proprietorship company can be created by 
transforming a previously established sole proprietorship. It 
requires the person to have a deed of incorporation, a 
countersignature by a lawyer or registration with the 
Companies Court. It can be either limited and unlimited 
liability. The initial capital requirement is lower, as there is no 
need to pay the 3,000,000 HUF initial capital at the start-up. 
Double taxation is typical of it, optional KATA (small taxable 
enterprises) or KIVA (small business tax) taxation. Its 
advantage is that there is no obligation to have a partner. 

A one-person Ltd. can be established under the Civil Code 
(Ptk.), which can be created by the establishment of an 
individual enterprise, an individual company, or a one-person 
Ltd., or by the transformation of business companies. A 
natural or legal person is required for the establishment. The 
minimum capital requirement is 3 million HUF, which is not 
a monetary asset, it can be an asset, or assets or cash. It is 
subject to corporate tax, the KATA is not may opt instead of 
corporate taxation, but may be taxed according to KIVA. 

A Public Limited Company, also known as a limited 
company, usually refers to family businesses. Its 
establishment requires a minimum of two members, unlimited 
joint and several liability for debts. There is no minimum 
capital requirement for incorporation and it can usually be set 
up with a few hundred thousand forints in the presence of a 
lawyer. The KIVA or KATA taxation can be chosen for 
taxation purposes. 

The next type of company is the limited partnership (Bt.), 
a company form that combines the characteristics of a sole 
proprietorship and a limited liability company. It requires at 
least two people to set up, where there must be an outside 
member with limited liability, while the inside member has 
unlimited liability. When setting up no minimum capital is 
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required, usually a few hundred thousand forints are needed to 
start a limited partnership. It is essential to consult a lawyer to 
set up this kind of company, and the double-entry 
bookkeeping is compulsory. 

The limited liability company (Kft.) is a business usually 
planned for a longer period of time. It requires at least one 
person to set up. It has a higher start-up cost of 3,000,000 
HUF. It has more favourable tax conditions, and also KIVA 
taxation is optional. 

A joint-stock company is a business company that can be 
incorporated with a share capital consisting of a fixed number 
of shares of a fixed nominal value. In Hungary, its 
establishment is governed by the Civil Code (Ptk.) At least 
one person is required for its establishment. A distinction is 
made between public and private limited companies. A public 
limited company (Nyrt.) is generally the legal form of a large 
company, while the Zrt. is the legal form for medium-sized 
enterprises. The minimum value of the share capital at the time 
of incorporation is 20 million HUF for a public limited 
company and 5 million HUF for a private limited company. 
As in the past, this can also be a monetary asset, an asset or 
cash. The voting rights of the owners are divided in proportion 
to the capital, and a lawyer is always required to be supplied 
by establishing a company. It is subject to corporate tax for 
taxation purposes.  

TABLE 1 BUSINESS DEMOGRAPHY IN HUNGARY (KSH, 2022) [7].  

 

As shown in the first table, according to the KSH by the 
end of 2019 there were nearly two million business 
organisations operating in Hungary. The number of these has 
been steadily increasing for years until the beginning of the 
COVID-19. Increase is due to the rise in the number of sole 
proprietorships, while the number of partnerships is steadily 
decreasing. The main reason for this change is the impact of 
the introduction of KATA and KIVA. The other reason is the 
introduction of more strict rules on company formation to 
curbe the abuses (e.g. the increase of the registration fee). 
Most organisations were registered as a sole proprietor in the 
category of other self-employed taxable individuals. 

The number of active businesses exceeded 1 million in 
2022, mainly due to an increase in the number of self-
employed sole proprietors. The number of sole proprietors 
who ceased their activities (103,000) almost doubled 
compared to 2021 due to the change in the KATA rules. The 
contribution to the country's economic performance of large 
companies, with fewer than 1,000 employees but more than 
250 employees, remained key important, but their share in the 
contribution has declined slightly compared to the same a year 
ago [7]. 

B. Intention of Hungarian entrepreneurship 

The theoretical model of Ajzen's planned behaviour is that 
at its core is the individual's intention to perform some 
behaviour (Fig.1.). So-called motivational factors act as 
incentives for the intention. Such motivational factors are 
attitudes, subjective norms and perceived behavioural control. 
The stronger the intention, the higher the probability of 
occurrence. The model distinguishes between intention and 
action, which play a central role. Actual action can only be 
expected if the intention is strong [8]. 

Farkas and Gubik [17]  further developed the behavioural 
model in the figure and added the actual behavioural control, 
which has two types of effects on action and intention: 
incentive and self-efficacy. 

 

Fig. 1. Planned behaviour model (own edit according to [8] 

Figure 2. shows that intention has three drivers: perceived 
desirability, willingness to act and perceived feasibility. These 
indicate that there are many motivational factors that can 
facilitate the start-up of a business [9]. The weakest motivator 
for starting a business is compulsion, when we only start 
because we feel there is no other option. Then the business is 
unlikely to deliver the expected profitability. It may also be 
motivated by the acquisition of material wealth and 
independence. The best motive for starting a business is, of 
course, to have an idea of your own, which you want to 
implement anyway. 

 

Fig. 2. Entrepreneurial intention model (own edit [9]) 

C. Factors affecting entrepreneurship start-up 

The analysis of entrepreneurial activity is not only an 
indirect purpose having an important role in generating value-
added and new workplaces but also conduces to the growth of 
economy and society. The extent of positive impacts depends 
on the entrepreneurial ecosystem. [11]. 

Several surveys show that in the United States is more 
typical among people to choose entrepreneurial status than in 

Types of business 2017 2018 2019 2020 2021 2022

1. Limited liability company 380 082 376 304 375 884 380 870 398 016 406 246

2. Joint-stock company 6 783 7 083 7 351 7 700 8 150 8 448

3. Public limited company 3 299 3 096 2 850 2 603 2 403 2 191

4. Limited partnership 126 825 122 126 117 459 111 893 107 580 99 868

A Business company 516 989 508 609 503 544 503 066 516 149 516 753

5. Cooperative 4 865 4 539 3 845 3 436 3 173 2 935

6. Other legal entities 6 027 6 109 6 202 6 313 6 448 6 653

B
Company with legal 

personality (A+5+6) 527 881 519 257 513 591 512 815 525 770 526 341

7. Partnership without legal 

personality 1 727 1 746 1 683 1 666 1 681 1 671

C

Partnership enterprise 

(B+7) 529 608 521 003 515 274 514 481 527 451 528 012

9. Self-employed 

entrepreneur 1 189 993 1 236 486 1 279 135 1 295 875 1 329 408 1 310 708

9/a  Sole proprietorship (from 

self-employed) 450 901 493 958 531 617 556 191 586 368 567 158

D Total enterprises (C+9) 1 719 601 1 757 489 1 794 409 1 810 356 1 856 859 1 838 720

E
Budget and non-profit 

organisation 150 814 151 319 151 342 152 137 152 723 153 695

Total organisation (D+E) 1 870 415 1 908 808 1 945 751 1 962 493 2 009 582 1 992 415
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EU member states. In Hungary the preference for employee 
status is particularly marked. The preferences are influenced 
by several economic, social, historical and cultural 
circumstances. 

Both external and internal factors influence the propensity 
to become an entrepreneur. The 18-24 age group is known to 
be the most entrepreneurial, with university and college 
students being the most likely to start a business, although 
many of them have not yet developed a concrete idea of what 
they want to start or what they would like to do. 64% of them 
think they could realise their dreams by starting their own 
business. Of course, other factors play a role, including family, 
cultural background, education, skills learned and acquired, 
and others. 

It is also important to talk about motivation as a factor. 
83% of the respondents considered autonomy to be the most 
important factor. Here this can be understood as the desire to 
be as independent as possible, to manage their own finances 
or to come up with a unique idea to create something new.  
Flexible working hours came second with 30%. Almost a 
quarter of respondents (24%) thought that they could earn 
more as an entrepreneur, so it can be seen that this is also a 
key factor for many. Entrepreneurship is most common 
among graduates and men working as employees. 64% of 
survey respondents want to use their own resources to finance 
the start-up of their own business, while those under 25 would 
use their savings would use their savings. 35% would use one 
third of their own resources and the rest from tenders or state 
aid. One in two of those surveyed would rather start a business 
individually than in a group. [13]. 

The 2016 GUESSS survey of university students 
examined the factors that influence students' propensity to 
become entrepreneurs, in particular the propensity to start a 
business among students who have already started a business 
during their university studies. The data showed that gender 
(men's entrepreneurial propensity higher), increasing age, 
approaching the end of studies (the less time left until 
graduation, the more likely the university student to be an 
entrepreneur), and the higher intensity of entrepreneurship 
education in business studies and the entrepreneurial parental 
background all have a positive impact on becoming an 
entrepreneur. Researchers have found that students who are 
already entrepreneurs during their studies are more likely to 
become entrepreneurs in the long term [5]. 

III. ENTREPRENEURIAL SPIRIT 

A. Entrepreneurial Spirit researches 

Entrepreneurial propensity is to be distinguished from the 
willingness to become an entrepreneur. While the latter only 
refers to someone who is open to the idea of entrepreneurship 
and is ready for it, ready to seize the business opportunity that 
arises [15], the former refers to a firm intention, possibly 
having a concrete idea of starting a business and when to start 
it. Csehné and her co-author found in one of their studies 
entrepreneurial thinking is rather scarce in the examined 
population and they would desire to gain their first experience 
mainly in the environment of multinational companies as full 
time employees [18].  

The country's innovation ability and thus to its economic 
performance is crucially influenced by the level of 
entrepreneurial spirit. The Global University Entrepreneurial 
Spirit Students' Survey (GUESSS), a series of biannual 

surveys examines the entrepreneurial intentions and activities 
of university students. In 2018 more than 208,000 students 
from 3,000 universities in 54 countries, and more than 9,000 
students from Hungary, completed the questionnaires. With 
these indicators GUESSS is one of the most largest 
entrepreneurship research project in the world. According to 
their latest research, conducted in autumn 2021 17.8% of all 
surveyed students directly after completing their studies and 
32.3% of them plan to become an entrepreneur 5 years after 
completing their studies [6]. This latter study shows that 
universities play a key role in increasing entrepreneurial 
willingness and ambition. Age and educational qualification 
have a significant influence on the propensity to engage in 
entrepreneurship. In terms of age, it can be assumed that the 
youngest age group has the highest propensity to 
entrepreneurship. Those with the highest educational 
attainment (college and university) have the highest 
propensity to entrepreneurship.  

 

 

Fig. 3. Entrepreneurial spirit and distribution of entrepreneurs by age group 

[1] 

Young people were also asked about their propensity to 
become entrepreneurs and their views on employment. 
Among the 18-29 age group, 62% do not want to be 
entrepreneurs, 34% would like to be entrepreneurs and 5% are 
already working as entrepreneurs. (Figure 3). 

One reason for this difference may be the age difference, 
as the survey [1]., which only included young people, also 
looked at the age group who are not yet of working age and 
cannot work as entrepreneurs. In terms of the proportion of 
potential young entrepreneurs, the two surveys produced 
broadly similar results: 33.5% (18-29 year olds) and 37.6% 
(15-24 year olds). It is interesting to compare young people's 
propensity to become entrepreneurs with their attitudes 
towards employment. 61.3% of them would be reluctant to 
become self-employed and a large proportion (77%) also have 
a poor opinion of employment, believing that workers are 
mostly or completely at the mercy of their employer, with only 
5.2% of respondents disagreeing. This suggests that a high 
percentage of young people would prefer to be self-employed, 
but responses on entrepreneurship showed that young people 
are also mostly averse to entrepreneurship. This may be partly 
due to the fact that a large proportion of respondents (39%) to 
the survey believed that job security was more important than 
the income they could earn, and just over a tenth (11%) chose 
not to put money before job security. This is also explained by 
the fact that 69% of respondents think that starting a business 
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is a high risk and more than half (51%) think that it is possible 
to live in prosperity as an employee. 

 These results suggest that a higher proportion of young 
people, although they believe that they could really fulfil their 
potential in a business, would prefer to be employed, which 
may offer less income but more security. It would be 
interesting to examine what might determine this attitude, 
such as parental patterns (whether they are entrepreneurs or 
employees), or the influence of the media or peers' views on 
the subject. 

The results show that entrepreneurship declines with age. 
Among other things, this is probably because the older people 
get, the less risk-taking they are and the more they seek 
security, so they are reluctant to start a business, preferring to 
be employed. Further research should explore the possible 
reasons for this. 

However, the proportion of entrepreneurs in each age 
group varies inversely with the development of 
entrepreneurial propensity: the proportion of people who are 
actually self-employed increases with age. While in the 
youngest age group, where the propensity to be an 
entrepreneur was 33.5%, the proportion of entrepreneurs was 
only 4.6%, it was 8.3% in the 30-39 age group, 10.9% in the 
40-49 age group and the highest, 11.2%, in the 50-59 age 
group. However, it can be assumed that the relatively high 
rates among 50-59 year olds and 40-49 year olds compared to 
other age groups may have historical reasons (Fig. 3.). This 
generation was made up of young adults during the change of 
regime, when full employment was lost within a few years and 
the 5 million people registered as employed at the time fell by 
more than 1 million. Many of those who were unable to retire 
early on pension schemes entered forced employment for 
existential reasons, but there was also a high proportion of 
those who took up business opportunities in the changed 
economic environment brought about by the change of 
regime. This could be a further avenue for research. 

 

 

Fig. 4. Entrepreneurial spirit and distribution of entrepreneurs by 

educational level [1] 

The highest proportion (22.5%) of those with a secondary 
education would like to be entrepreneurs. The second highest 
propensity to be an entrepreneur is among people with a 
university degree (18.0%). Among those with primary 
education, 17.3% would like to be entrepreneurs. Members of 
this group have the lowest labour market prospects and think 
that entrepreneurship could be a solution for them. 16.2% of 
college graduates would be entrepreneurs, while the lowest 

propensity to be an entrepreneur is 12.2% among those with 
vocational school qualification. The results show that higher 
educational attainment is not associated with higher 
entrepreneurial spirit (Fig.4.). 

As regards those who are actually self-employed, the 
proportion of those with higher education who run their own 
business, is higher. University graduates are the most likely to 
be self-employed (19.1%) in their business. This value is 
exceptionally high compared to the other groups, with the next 
highest value being 9.5%, which shows the entrepreneurial 
activity of college graduates. 8.5% of secondary school 
graduates, 6.5% of skilled workers and only 1.0% of primary 
school graduates are self-employed (Fig.4.). 

Several conclusions can be drawn from this. The 
propensity to be an entrepreneur among primary school 
leavers does not seem realistic in relation to the proportion of 
people who are actually self-employed, which may mean that 
they do not really have a serious intention to be self-employed, 
but it is rather only a kind of wishful thinking. They may 
believe that their education would make it easier for them to 
start a business than to find a job in the labour market. Another 
explanation may be related to education: without the right 
knowledge, they may not be able to realistically assess what 
starting an own business might mean. A relatively high 
entrepreneurship rate among university graduates could be 
considered a good result. It would also be important to 
investigate the proportion of university and college graduates 
who are computer and high-tech literate, open to innovation 
and able to incorporate it into their business. Of course, further 
research is needed to confirm these results. However, the 
experience in Hungary is that such professionals prefer to 
work as employees in a large company for a high salary, 
because they can avoid the risks of entrepreneurship. 

Several studies show that entrepreneurial ambitions are 
highest among young adults with a degree. That is the reason 
Tessenyik and Kun conducted a survey [2] among university 
students.  Students (323) from two rural universities in 
Hungary, in the faculties of economics, horticulture and 
engineering, were surveyed about their expectations and plans 
5 years after graduation and asked their opinions on 
entrepreneurship and their own attitudes.   

The GEM's 25-year study series includes the Adult 
Population Survey (APS), which analyses the entrepreneurial 
characteristics, motivations and ambitions of individuals who 
start a business, as well as their social attitudes towards them 
('entrepreneurial spirit'), which we have processed for our 
article. According to the GEM studies, a typical person 
starting their own business is a middle-aged (35-45 years old) 
male, usually with a college or university degree [4]. Szerb-
Imreh writes this finding in their study in 2007 according to 
Hungarian research. [3]. In fact, entrepreneurship education 
has a positive impact on becoming an entrepreneur, and on the 
person who wants to become an entrepreneur. Based on data 
collected by GUESS in 2016 [5], university students were 
classified into 4 basic types based on their entrepreneurial 
inclination: achievers, dreamers, procrastinators and stay-
aways. Based on this, different suggestions were made to 
increase entrepreneurship. Universities should adapt their 
entrepreneurship programmes according to the 4 types of 
entrepreneur and the implementers and stimulate the growth 
of the entrepreneurial type.  
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Figure 5 illustrates the typical differences in future 
intentions. A significant proportion of students immediately 
after graduation wanted to work in a large or small and 
medium-sized enterprise or small and medium sized 
enterprises, preferring to work as an employee. They also 
found the public sector attractive. Overall, 74.4% of students 
intended to work as an employee after graduation. Five years 
later, the attractiveness of being an employee is declining, 
replaced by an increase in the proportion of people planning a 
career as an entrepreneur. This may mean that students want 
to gain some work experience rather than to be employees and 
they want to use the work experience in their entrepreneurial 
careers. In both surveys (before graduation and five years after 
graduation), the proportion of those who are relatively 
uncertain about their future career, is high (nearly 12%)[6]. 

 

Fig. 5. : Career aspirations right after graduation and five years after studies 

N=10.104 [6] 

 

Entrepreneurship education and training, creating an 
entrepreneurial environment, and supporting problem groups 
in society are central to helping entrepreneurs in Europe. 
Education is seen as a key priority for job creation, 
competitiveness and economic growth. It is important to start 
entrepreneurship education at an early age and this is being 
given even greater emphasis. The European Commission 
research programmes on entrepreneurship education have, 
among other things, identified and analysed how 
entrepreneurial spirit is reflected in national curricula. 

 

IV. CONCLUSION 

This study aimed to examine the entrepreneurial spirit of 
among young people in Hungary with analysing the business 
demography in Hungary and the propensity of their start. The 
most popular type of business is the sole proprietorship until 
the beginning of COVID-19. The number of this type of 
entrepreneurship significantly increases as a result of 
introduction of KATA and KIVA. The number of partnerships 
has been decreasing after the introduction of more strict rules. 

The findings showed that age and educational 
qualification have a significant influence on the propensity to 
engage in entrepreneurship. In terms of age, it can be assumed 
that the youngest age group has the highest propensity to 
entrepreneurship. Those with the highest educational 

attainment (college and university) have the highest 
propensity to entrepreneurship. The study confirms that higher 
intensity of entrepreneurship education in business studies and 
the entrepreneurial parental background have a positive 
impact on becoming an entrepreneur. Other finding is that 
students who are already entrepreneurs during their studies are 
more likely to become entrepreneurs in the long term 

In developed market economies the small and medium-
sized enterprise sector is given more attention because it has 
been recognised that it plays a significant role in domestic 
production and in the mitigation of the unemployment 
problem due to its ability to soak up the workforce, and so due 
to its economic power it can potentially play a stabilising role 
in the economy [19]. 

This study suggests that, first, the government institutions 
and universities need to be concerned about entrepreneurial 
programs to promote young entrepreneurs. Second, in starting 
a business, it is necessary to involve several stage holders in 
supporting their business activities, faced by young 
entrepreneurs. Third, young entrepreneurs still have the locus 
of control that needs to be increased. They need a more global 
mindset that makes them able to survive to run their business 
well. In this condition, the need for high motivation for these 
entrepreneurs to be able to work hard independently. Fourth, 
the formation of the attitude of young entrepreneurs who are 
very supportive of business activities is essential. In this case, 
entrepreneurs can make an appropriate and future-oriented 
analysis and have a high creative power. The need to 
participate in some business communities, both with 
beginners and those who have succeeded, will have an impact 
on the formation of young entrepreneurs’ character. The 
results show that entrepreneurship declines with age. Among 
other things, this is probably because the older people get, the 
less risk-taking they are and the more they seek security, so 
they are reluctant to start a business, preferring to be 
employed. Further studies need to consider this assumption. 
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Abstract. - Nowadays, the public media deals significantly with 

teacher salaries and the need for a salary increase. This question, 

although it has a significant social content, covers only a small part 

of the issue. The basic issue includes the maintenance and operation 

of the entire vocational training system. This includes the mainte-

nance costs and material expenses of the vocational training institu-

tions - as an especially important issue, the material and equipment 

costs, - development, and salary costs of the practical trainings be-

longing to the vocational training. The available information does 

not allow us to evaluate the issue of financing vocational training 

based on the above criteria. However, it is possible to determine, tak-

ing into account the budget data, how much room for maneuver the 

government has to expand the financing of vocational training. In 

our study, we took into account the data of the annual budget of 

Hungary, together with the statistical data of the KSH, from which 

the level of state support per capita was compared with the payments 

of employees by different types of tax. Based on a market approach, 

we try to prove the truth of the slogan "education, investment in the 

future". In the final chapter of the study, we also examined the real-

istic basis for transferring the financing of vocational training to 

market funds. 

 

Keywords – education, financial , market approach 

I. INTRODUCTION - GENERAL ECONOMIC FIND-
INGS 

 The economic processes of a country are basically 
influenced by the factors of two sectors. One is the pro-
ductive sector, which basically operates on the basis of in-
terest in profit and is the determinant of the country's GDP 
production. These include individual businesses that pro-
vide services, trade and produce products, small and me-
dium-sized companies and multinational companies. The 
other is the unproductive sector, which basically includes 
organizations that ensure the functioning of the state. This 
includes public administration organizations, such as muni-
cipalities, document offices, etc. as well as armed organiza-
tions such as the police, military, and national defense, and 
this includes social, health organizations and education. 

 The difference between the two sectors can be seen 
basically in the availability of the funds necessary for ope-

ration.  The productive sector, as already stated in the int-
roduction, basically covers its operating costs from the sales 
revenue of its activities, and carries out its developments 
from its profits - or from tender funds. The unproductive 
sector, as it does not produce and sell actual products, does 
not directly receive income. It must obtain the funds ne-
cessary for its operation indirectly, i.e. it takes it from the 
productive sector - typically in the form of taxes - and re-
distributes it to the sectors maintained within the sector - 
public administration, law enforcement, education, etc. - in 
the direction of. 

 In very simplified terms, in order to ensure opera-
tion, on the one hand, maintenance costs must be provided, 
which includes, among other things, the provision of mate-
rial and immaterial assets, such as real estate and their main-
tenance costs, energy fees, infrastructural and technical equ-
ipment costs, etc. On the other hand, the coverage of wages 
and salary-type costs must be ensured. All of this is quanti-
fied in the country's annual budget. 

 From the above, it is clear that there is a significant 
difference in the resources of the two sectors. Based on the 
sources, the unproductive sector is at a significant dis-
advantage compared to the productive sector. It has sig-
nificantly less room for maneuver in the individual fi-
nancing areas, the most striking point of which is perhaps 
the wage. In the past year and a half, we can constantly see 
reports and movements about teacher salary adjustments in 
the media. Let us note in parentheses that the problem af-
fects not only teachers, but all workers in the unproductive 
sector. 

 The purpose of this study is to examine the 
question of whether education, or certain parts of it, can be 
placed on a market basis, and if so, in what form and under 
what conditions. Operation on a market basis is the typical 
form of operation of the productive sector, which is deter-
mined by the relationship between supply and demand, and 
which determines the price of the product, ultimately the sa-
les revenue. 
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II. STUDY OF THE CURRENT FINANCING SYSTEM 
OF EDUCATION. 

 In Hungary, education and training are currently 
carried out at three levels. There is basic, intermediate and 
advanced training. In the case of secondary and higher edu-
cation, there is general and professional education. For our 
study, we chose the system of secondary professional trai-
ning, as this form of training seems to be the most suitable 
for transfer to market foundations. 

 Currently, education is financed on the basis of 
state norms, the amount of which is determined as a per-
centage of GDP. (Fig. 1) 

 

FIGURE 1 Public education expenditures in relation to GDP, 1994-2004: 

[1].   

 The amount of support per student can also be de-
termined from this normative amount. (Figure 2) In its 
details, the annual state budget includes the framework fi-
gures for the given year. 

 

FIGURE 2. Trends is budget expenditures per student in primary and 

secondary education 1998-2003. [2].    

 Taking all of this into account, the annual budget 
of an educational institution can be easily calculated based 
on the number of students. However, it should also be emp-
hasized that in the case of secondary education, the form of 
the education has a significant impact on the costs of the 
education. A distinction must therefore be made between the 
costs of a high school and a vocational training institution. 

Even in the case of vocational training, significant cost dif-
ferences can be found in the case of different professions. 
The differences are mainly due to the material and equ-
ipment requirements. 

 In summary, education is financed according to the 
scheme below. The state allocates part of its annual income 
to finance education, which amount is distributed among the 
schools - currently the institutions that control and regulate 
the operation of the schools (KLIK, Vocational Training 
Centers) - based on the number of students participating in 
the training. The maintaining institution ensures the mate-
rial and personal conditions, as a result of which the student, 
upon completion of his studies, acquires professional 
knowledge, which enables him to find a job on the labor 
market. 

 As a final result, the community investment is rea-
lized in individual results and individual profits. 

Apparently. 

 

III. THE MARKET VIEW OF EDUCATION FI-
NANCING 

 There is a well-known slogan that goes roughly 
like "education is an investment in the future". We tend to 
interpret this slogan only on a social level, even though it 
also has significant economic content. Before explaining 
this statement, let's look at the interpretation of the financing 
of education on a market basis. 

A.  Identification of market-oriented participants in the 

education process. 

TABLE 1.  

Participant designation Market-based equivalent 

Hungarian State Investor 

Training institution (school) Production company 

Graduate student Product or "finished product" 

Company that employs the gradu-

ate 

Customer 

The investor: He is willing to tie up his available funds in 
a specific activity, in the hope of long-term return and profit. 

The production company: By using its existing resources, 
by transforming the raw material, it produces a new product 
and a new value. In education, the existing resources are the 
institution and its infrastructure, as well as the professional 
knowledge of the instructors. The "basic material" is the stu-
dent enrolled in the education, whose professional 
knowledge increases during the education, and his way of 
thinking and attitude develop as a result of the educational 
work, i.e. the instructors change their quality with added va-
lue. 

Finished product: The graduated student who, with his 
professional knowledge, is able to independently carry out 
quality work, make professional decisions, or manage the 
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work of others. Furthermore, with his professional 
knowledge, he is able to make corrective, modernizing and 
developmental suggestions. 

Buyer: A workplace employing a student entering the labor 
market. 

B. Fundamentals of market processes. 

1. In the case of a market-based system, the investor is 
always willing to tie up his capital in the given activity and 
risk it for the sake of profit. In some cases, it is accepted that 
there is no profit, i.e. revenues and costs are the same - see 
non-profit organizations - however, operating at a loss is not 
allowed in this case either. 

2. The production company can continue its primary activity 
as long as the investments and sales revenue from the sale 
of the product cover the costs of operation. 

3. The market price of the product is determined by the 
supply-demand relationship. 

C.  Forms of profit. 

 Here we would like to refer back to II. to the clo-
sing thought of the chapter and to explain why only indivi-
dual profit is apparent and why the slogan is completely cor-
rect from an economic point of view. 

 Upon completion of the training, the student sells 
his/her ability to perform work on the labor market, enhan-
ced by the acquired knowledge and/or practical experience. 
The company that employs him incorporates this ability to 
perform work into its own system, with which it tries to inc-
rease its production capacity, sales revenue and profitability. 
In parentheses, I would like to note that we are usually tal-
king about the sale of labor, but the wage can be seen more 
as a cover for the maintenance and reproduction costs of the 
labor force, if I look at the areas of use of the wage, such as 
buying food, clothing, covering housing costs, or expenses 
for raising children. Maintenance expenses are also expen-
ses that can be assigned to rest and recreation. 

 Payment for labor - the purchase of labor - could 
be realized by paying the producer. The vocational training 
contribution paid by the company to the school could be 
considered a payment of this kind. This solution, even if nu-
merically it does not meet the rules of market operation, but 
in terms of its principle, it meant financing entirely on the 
market principle, until January 1, 2021, when the vocational 
training contribution system was abolished. 

The processes and the conclusions that can be drawn from 
them can be very narrowly defined, and it can be stated that 
workplaces today have access to "productive equipment" 
worth several million forints for free and without wages. 

 Returning to profitability, the profit of the investor, 
i.e. the Hungarian state, is realized in the form of various 
taxes. A higher education usually means a more profitable 

job, so higher income is associated with higher taxes. The 
tax burdens examined in the later part of the study develop 
as follows in the examined period: 

TABLE 2.Taxes on work 

Examined period 2020 2021 

Personal income tax  15% 15% 

Social security contribution   18.5% 18.5% 

Social contribution tax  17.5% from July 1 

15.5% 

15.5% 

Vocational training contribu-

tion  

1.5% 1.5% 

 

 A better-educated workforce is capable of cost-ef-
fective and economical production, optimization of pro-
duction processes, product and process development, thus 
contributing to the company's profitability to a greater ex-
tent. The profit tax charged on the company's profit also ap-
pears as state revenue. Finally, higher income brings with it 
the need for a higher standard of living, which in turn is ref-
lected in consumption and its growth, which means VAT re-
venue for the state. 

 From the point of view of financing, an important 
question is, in what proportion does the amount received 
from taxes cover the costs of the training? We are trying to 
answer all this based on the data of two years, 2020 and 
2021. For the investigation, we used the data of the KSH 
and the budget guidelines for the years 2020 and 2021 as a 
basis. 

IV. FINANCING EDUCATION IN THE VIEW OF THE 
NUMBERS 

 It can be considered an almost classic research as-
pect to express education expenses as a proportion of the 
gross domestic product produced in the country in a given 
period. If we plot the data, the following picture is drawn. 
(Figure3.)

 

Figure 3. Education expenditure of budgetary institutions as a percentage 

of GDP %  [3]. 

 

The number of students in primary and secondary education 
in the last few years and the amount spent per student are 
summarized below. 

143 / 177

AIS 2023 – 18th International Symposium on Applied Informatics and Related Areas                   



 1TABLE 3. Funds per student 

Year 

Amount spent on 

primary and second-

ary education (HUF) 

Number of students 

in primary and sec-

ondary education 

(person) 

Amount 

spent per 

student 

2010. 694 709 000 000 Ft 1335000 520 381 Ft 

2011. 649 804 000 000 Ft 1315000 494 148 Ft 

2012. 620 591 000 000 Ft 1283000 483 703 Ft 

2013. 586 474 000 000 Ft 1250000 469 179 Ft 

2014. 676 849 000 000 Ft 1219500 555 022 Ft 

2015. 770 885 000 000 Ft 1196000 644 553 Ft 

2016. 839 326 000 000 Ft 1176200 713 591 Ft 

2017. 837 998 000 000 Ft 1160500 722 101 Ft 

2018. 894 645 000 000 Ft 1142700 782 922 Ft 

2019. 909 269 000 000 Ft 1131000 803 951 Ft 

2020. 895 933 000 000 Ft 1126578 795 269 Ft 

2021. 938 980 000 000 Ft 1154455 813 353 Ft 

[4]. 

 Among the indicators of education, the amount of 
educational expenditure determined as a proportion of GDP 
(gross domestic product) is very often mentioned, and we 
have already examined this with regard to public education 
institutions. We are currently subjecting it to a narrowed 
examination, focusing specifically on primary and secon-
dary education. 

 In 2020 and 2021, which we mentioned, looking at 
the entire educational spectrum, this gives values of 3.8 [5].  
and 3.5  [6]. percent. However, if we examine the resources 
spent on education, only on primary and secondary educa-
tion, the values are smaller than this. This value was 2.77% 
[7]. in 2018, which was already relatively low in internatio-
nal comparison. If we examine 2020, we will find a value 
of 1,85%%, while in 2021 we will get values of 1,7%. 

TABLE 4. Fund and resources spent on secondary education 

Year The value of the 

gross domestic 

product million 

HUF 

Fund and re-

sources spent on 

secondary educa-

tion (million HUF) 

GDP % 

 

2020 48,425,421 895 933 1,85% 

2021 55,255,130 938 980 1,7 % 

 

 It is clearly visible that the proportion of primary 
and secondary education to GDP shows a noticeable dec-
rease in the years presented. 

 From the data briefly described above, it is clear 
that even if the amount spent on basic and secondary edu-
cation shows a nominal increase, this was not enough to 
keep the expenditure proportional to the GDP at the same 
level. 

 As we mentioned above, a better-educated 
workforce and an employee with better experience are able 
to sell their labor (knowledge) at a higher value (secondary 
education is extremely important here, including professio-
nal education, which cannot achieve success without pri-
mary or elementary school education ). In this way, the state, 
which can be considered an investor in the education 
system, would be able to realize higher revenues. A higher 
amount can be reinvested from higher revenues in order to 
further increase the standard of education. 

 In the following, we summarized the taxes and 
contributions paid to the budget in connection with the 
wages of the employees, in order to be able to examine how 
much income the state, as an investor, derived from incomes 
strongly linked to education. We performed this summation 
for both 2020 and 2021 data, with the following result: 

TABLE 5. The evolution of examined taxes 

 2020 million for-

ints 

2021 million for-

ints 

Personal income tax 2,527,742.30 2,888,586.10 

Social security contribu-

tion Ny. Part of the fund 

and pension contribu-

tion 

  1,536,379.20 1,715,162.90 

Social insurance contri-

bution E. Part of the 

fund and health insur-

ance contribution 

1,042,910.80 1,169,149.30 

Vocational training con-

tribution 

105,783.30 114,329.40 

Social contribution tax 

Ny. Part of the fund 

1,703,512.60 1,692,116.00 

Social contribution tax 

E. Part of the fund 

670,548.50 670,057.00 

Tax revenues directly 

related to wages 

7,586,876.70 8,249,400.70 

General sales tax 4,669,039.80 5,397,233.40 

Total 12,255,916.50 13,646,634.10 

 

[8].  

 By plotting the obtained data, it becomes more vi-
sible that the nominal value of the examined tax revenues 
increased by more than HUF 1,390 million in the two years 
examined, which means an increase of 11%. The rate of 
growth itself exceeds the sum spent on primary and secon-
dary education in 2021. 
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Figure 4 Own figure. [9].  

 If we examine the obtained data from the side of 
the state funds spent on primary and secondary education, 
we can conclude that in 2020, nearly 12% of the examined 
taxes related to employment were spent on education. If the 
general sales tax is also taken into account, this value is 
7,3%. 

 In 2021, the amount spent on primary and secon-
dary education accounted for 11,3% of work-related tax re-
venues, i.e. of the more than HUF 8 thousand billion in 
work-related income, the state will finance education with 
only HUF 938 980 million He paid HUF. 

 In the event that, as an easily connected form of 
tax, the general sales tax is also included in the projection 
base, then this ratio does not even reach 10%. Considering 
VAT as a form of tax is possible because a better-educated 
workforce contributes to the state's higher revenues by 
spending a higher proportion of its higher wages. (Figure 5) 

 

Figure 5. The state amount spent on primary and secondary 
aducation in proportion tot he assessed taxes [10].  

 From the data presented above, it can be seen that 
both in proportion to GDP and in terms of tax revenues 
closely related to employment, we received decreasing data 
in the two years under review. 

 Returning to the original thought process of the 
study, in the examined years the "producer" realized a dec-
reasing income in terms of the examined indicators. Practi-
cally, based on the two years examined, although nominally 
a larger amount was allocated to primary and secondary 
education in Hungary, this did not result in a substantial inc-
rease in resources for the schools. 

 In the following, we examined the number of emp-
loyees who paid the taxes we examined and their amount. 
In this way, the average amount of taxes paid by one emp-
loyee can be determined. 

TABLE 6. Tax payment per employed person [11]. 

Year 2020. 2021. 

Paid amount of 

examined taxes 

(HUF) 

12,255,916,500,000 

HUF 

13,646,634,100,000 

HUF 

Number of em-

ployees (Main) 

4,603,200 4,634,600 

Tax payment 

per employed 

person (HUF) 

2,662,478 HUF 2,944,512 HUF 

 

 It is clear that compared to 2020, both the number 
of employees and the average amount of tax paid increased 
in the following year. 

 After that, we determined the amount of tax re-
venues related to paid work that the state would spend on 
primary and secondary education, if the level of expenditure 
were the same as the level of expenditure proportional to 
GDP. 

TABLE 7. Work-related taxes amount spent on education at the level 

of expenditure proportional to GDP [12]. 

Year 2020. 2021. 

Tax payment per employed 

person (HUF) 

2,662,478 

HUF 

2,944,512 HUF 

GDP ratio spent on primary 

and secondary education 

1,85% 1,7% 

Work-related taxes amount 

spent on education at the level 

of expenditure proportional to 

GDP  

49 259.28 

HUF 

50, 037.66 

HUF 

 

 It is clear that this value would be between HUF 49 
and 52 thousand in both years. 

 At the same time, we also examined the ratio of 
those who are employed and those who participate in pri-
mary and secondary education. In other words, we deter-
mined how many main employees should cover the educa-
tion costs of a student. 

 

TABLE 8. Development of the number of students and employees 

[13]. 

Year 2020. 2021. 

 

Number of employees (Main) 4,603,200 4,634,600 

Number of students 1,523,980 1,555,863 

Number of employees per 

main student 

3.02051208 2.978796976 

 It can be clearly seen that while in 2020 more than 
3 employees had to cover the costs of one student, in 2021 
this value dropped to a minimum of 3 employees. 

 After that, it is easy to determine the amount with 
which employees contribute to a student's education. 

 This value is HUF 148,78826 in 2020, and HUF 
149,052.04 in 2021. Of course, these amounts are far below 
the amount spent on primary and secondary education per 
person. In other words, in addition to the previously ment-
ioned calculation methodology, the state must still provide 
more than HUF 640,000 in support every two years for pri-
mary and secondary education. 

V. CLOSING THOUGHTS 
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 At the beginning of the preparation of the study, we 
had an assumption that we wanted to prove with numerical 
data in the study. This assumption was that it would be cove-
red by tax revenues, and in the worst case would show a 
slightly lower value than the amount intended to finance 
education. However, during our investigation, it was revea-
led that tax revenues make up roughly 1/16 of the financing 
amount, so the state has a significant financial role at the 
expense of other revenues. 

 From what was described in the previous chapters, 
it can be seen that education is faced with somewhat low 
funding both in proportion to GDP and in relation to work. 
Returning to the original thought process of the study, it 
must be stated that the biggest beneficiaries of the results of 
education are the employers appearing on the labor market. 

 It would be worth examining how the labor market 
using graduates, including the employers who employ them 
as employees, could contribute to better financing of educa-
tion. 

 Taking customer, producer and investor behaviors 
as a basis, several options are available for better financing 
of primary and secondary education. In the event that the 
state imposes higher taxes, it would worsen the economic 
situation and also the opportunities of employers. If the in-
ternal structure of the budget were to be changed in favor of 
education, it would, by definition, worsen the prospects of 
other state-financed sectors. 

 But there is also the possibility of trying to finance 
education in a slightly more direct way from employers, as 
if they were actually paying for the "product", i.e. well-edu-
cated employees. For example, so that they could donate a 
certain proportion of their taxes directly to the benefit of vo-
cational training centers. In the case of such a more direct 
financing, the customer, i.e. the employer, could gain a gre-
ater insight into the education and be able to target at least 
partially finance those areas that fall within the scope of his 
well-understood business interests. 

 Producers, i.e. schools, would be in more direct 
contact with the labor market, and this would enable them 
to earn more directly. With this step, it would perhaps be 
possible to better finance more financially demanding trai-
ning courses, such as construction or mechanical engi-
neering, and to purchase new technologies. 

 In the short term, perhaps only the investing state 
would be at a disadvantage, since such a system inevitably 
entails a loss of income in the short term. The short-term 
loss of income, on the other hand, may be compensated in 
the long term by the possibility that, due to the more direct 
impact, the customer receives a better "product", i.e. a better 
qualified workforce. The education system is able to achi-
eve a higher level of education as a result of more direct 
funding. Because of the above, the product, i.e. the student 

himself, is more likely to be able to find a job, for a higher 
wage, which would increase the state's income in the longer 
term. 
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Abstract: Over the past two decades, higher education has 

undergone significant changes that have created challenges for 

both teachers and students and set new directions for the 

universities of the future. The development of information 

technology and the rise of the Internet have fundamentally 

changed the way education is delivered. Online learning and 

the new opportunities offered by smart devices have radically 

transformed the educational process. Teachers are now 

required to use not only traditional curricular elements but also 

online content and tools. Educational institutions need to 

develop skills and knowledge in students that are relevant to the 

labour market. Education must be increasingly accessible and 

diverse. Learning processes should become more interactive 

and personalized to help students solve complex problems more 

effectively. In the face of these changes and challenges, higher 

education needs to evolve continuously to remain relevant and 

effectively serve the needs of society and students. In this 

article, we explore the changes in higher education through the 

teaching of Digital Technology.  

Keywords: transformation of higher education, online 

learning, educational challenges, future universities 

I. INTRODUCTION 

The subject of Digital Technology is part of the 
professional core material in the electrical engineering 
major at the Alba Regia Technical Faculty of the Óbuda 
University. Students study the course for 2 semesters. 
According to the sample curriculum (currently F), Digital 
Technology I. has 2 hours of lectures per week for 4 credits 
in the 2nd semester, Digital Technology II. has 1 hour of 
lectures per week for 4 credits and 2 hours of laboratory 
exercises in the 3rd semester. The main objective of the 
course is to provide the basic hardware knowledge 
necessary for the logical design and testing of digital 
circuits. Therefore, the students can deepen their theoretical 
knowledge through practical exercises. Lectures will focus 
on the design of elementary, complex combinational and 
sequential networks, while laboratory exercises will 
include simulation and measurement exercises of the 
designed logic networks. 

First time, we look at the changes in higher education, 
and then, in the case of Digital Technology, how the way 
lectures and lab exercises are delivered has changed. The 
changes are presented in terms of teaching methodology, 
the role of the teacher, technology, and student needs. 

II. CHANGES IN HIGHER EDUCATION  

A. Methodological changes in education 

Teachers' teaching methods have changed 
significantly in universities in recent years. This was and is 
necessary because of societal expectations, changes in the 
labour market and the ever-changing needs of the digital 
generation. The following is a comparison between the 
methods used in the past and the new teaching methods that 
have emerged in universities. 

In the past, traditional lectures and notes dominated 
teaching. Lecturers would lecture to students, who would 
take notes and then learn independently from the lectures. 
Much of the teaching material came from books and printed 
sources. Examinations and written assessments (essays, 
papers) were the most common assessment methods used 
to measure students' knowledge. Teaching and learning 
were more passive, with students having less interaction 
with instructors and peers in class.  

Today, instructors are increasingly using interactive 
teaching methods that allow students to participate and 
work in groups. This includes small group discussions, 
project-based learning, and practical applications. Online 
content and learning platforms, such as virtual classrooms 
and online courses, are becoming increasingly common in 
education. They allow students to learn on their own 
schedule and access digital resources.  Assessment methods 
have also changed. Tutors are supplementing traditional 
exams with assessments such as portfolios, presentations, 
group work and practical projects.  Instructors are 
increasingly using digital technologies and tools in their 
teaching, such as smartboards, video conferencing systems 
and smartphone apps. Instructors are increasingly seeking 
to personalise the learning process, i.e., to consider the 
individual needs and learning styles of students [1]. Table 
1 comparisons the differences between traditional and 
modern forms of education. 

These changes show that education is constantly 
evolving and adapting to new technologies and the needs of 
students. Educators need to find a balance between 
traditional and modern teaching methods to effectively 
serve students and facilitate the acquisition and application 
of knowledge in real life. 
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TABLE 1. COMPARISON OF TRADITIONAL AND MODERN EDUCATION 

(OWN EDITING) 

B. The changing role of the teacher 

Over the past 20 years, the role of teachers in higher 
education has undergone significant changes. The role of 
teachers has expanded and become more versatile. Whereas 
they used to focus mainly on teaching and learning, they 
now have a range of additional responsibilities. These 
include research, project management, student mentoring 
[2] [3]. This change shows that teachers are increasingly 
important actors in the university community and academic 
institutions. Technological developments have transformed 
the work of teachers. Online teaching platforms, virtual 
teaching tools and educational software enable more 
effective teaching and support for learning. However, the 
shift to digital education has also brought new challenges, 
for example in the areas of online assessment, student 
motivation and data protection. The paradigm of student-
centred education has been reinforced in recent years. 
Teachers need to place increasing emphasis on 
understanding students' individual needs and learning 
styles and adapt their teaching methods accordingly. In 
higher education, we encounter an increasingly diverse 
student community and, accordingly, teachers have an 
important task to develop intercultural competencies and 
respect cultural diversity. The role of teachers also includes 
teaching sustainability and social responsibility. Teachers 
must be prepared to make students more sensitive to 
environmental, social, and ethical issues. 

Teachers are also evaluated and held accountable for 
teaching effectiveness and results. These changes show that 
the teaching role in higher education is becoming 
increasingly complex and challenging. Teachers need to 
adapt to new demands and opportunities while continuing 
to focus on the quality of teaching and the development of 
students. Figure 1 summarises the roles of teachers today. 

 

Figure 1. Teachers' roles today (own editing)  

C. Technological changes 

Over the past 20 years, technology has revolutionised 
education, from online courses and virtual classrooms to 
interactive teaching tools. The coronavirus epidemic has 
given an even greater impetus to online teaching and the 
use of digital tools, creating challenges, and accelerating 
the spread of distance learning. The emergence of new 
innovations and technological tools in education has 
increasingly made it possible to adapt to individual needs 
and to learn more effectively [4]. Web platforms such as 
Moodle, Blackboard or Canvas have emerged that allow 
teachers and students to create and participate in online 
courses. Virtual classrooms and 3D simulations allow 
interactive learning and simulation of hands-on experiences 
in online environments such as surgery simulators or 
chemistry labs. Instructors can present material on 
interactive whiteboards or projectors, allowing for dynamic 
lectures and student participation. Storing and sharing 
educational materials and documents on cloud-based 
platforms such as Google Drive or Dropbox facilitates 
collaboration and access to materials between students and 
instructors. Mobile apps allow students to access 
educational content and devices anywhere and anytime, 
making learning more flexible. For online learning, video 
conferencing systems such as Zoom or Microsoft Teams 
enable live communication and interaction between 
students and instructors. Data storage and analytics tools 
used in education help instructors to better understand 
student performance and needs, enabling more 
personalised instruction. AR (Augmented Reality) and VR 
(Virtual Reality) technologies allow for combining reality 
and virtual reality or creating fully virtual learning 
environments, for example for history lessons or spatial 
planning. Automated assessment tools, such as plagiarism-
checking software or adaptive learning systems, help 
educators to assess more effectively and objectively. 

These innovations and technological tools allow 
educational institutions and instructors to deliver material 
more effectively and interactively, and to personalise the 
learning experience according to the needs and style of 
students [5] [6]. 
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D. The needs of Generation Z 

Members of Generation Z (those born after 1997) have 
different expectations and needs from university lecturers, 
which create new challenges and opportunities for teaching 
and learning. 

Generation Z has grown up with digital technologies and 
the Internet, and they are more inclined to interactive and 
experiential learning [7]. They expect educators to deliver 
information not only through monologue methods, but also 
to provide opportunities for group work, project work and 
hands-on experience. Generation Z members bring digital 
competencies with them to the university and expect 
instructors to use online tools and platforms in their 
teaching. In addition, they expect instructors to be equipped 
to manage online learning environments and 
communication. They value flexibility in teaching. Online 
learning opportunities, distance learning and different 
learning formats offer students the possibility to adapt to 
their individual needs. Tutors are expected to offer flexible 
learning opportunities. Generation Z values community 
and diversity. Educators are expected to promote inclusive 
and diverse learning environments and initiatives that foster 
community building among students. Members of this 
generation place a strong emphasis on applicable 
knowledge and practical skills that can help them succeed 
in the labour market. Educators are expected not only to 
provide theoretical knowledge but also to develop skills 
that are useful in real life. Generation Z is committed to 
social responsibility and sustainability, and they share this 
value system with their university lecturers. They expect 
educators to help them understand and address global 
challenges. Figure 2 shows Generation Z's expectations of 
academics. 

Figure 2. Generation Z's demands on university teachers (own editing) 

University teachers need to find a balance between using 
new technologies and teaching methods, considering the 
individual needs of students, and imparting valuable 
knowledge and skills. Flexibility, innovation and respect 
for the values and expectations of students are needed to 
ensure that education effectively and valuably serves 
Generation Z [8]. 

III. TRACKING CHANGES IN DIGITAL 

TECHNOLOGY 

The course includes both a lecture and a lab exercise, so 
you will follow the changes in both cases. We will also 
cover methodological and technological changes, as well as 
changing social conditions. The epidemic situation has also 
brought huge changes and has moved education towards 

the online space, which has been extremely challenging for 
both students and teachers. 

A. Lecture 

For two decades, lectures in Digital Technology were also 
frontal, with the instructor standing on the lectern and 
talking about the current course material. Learning was 
facilitated by printed notes and books written by the 
instructor. There was little interaction between the students 
and between the lecturer and the students. The students 
took handwritten notes and used them to prepare for the 
quizzes. In 2012, our university introduced Moodle 
(Modular Object-Oriented Dynamic Learning 
Environment). Moodle is an LMS (Learning Management 
System) application, an e-learning framework. As it is a 
web-based system, it requires Internet access to use it. After 
several months of work, we created a fully e-learning 
version of the Digital Technology course, which we have 
been running on the university's Moodle platform on the 
KMOOC (Carpathian-Mediterranean Online Education 
Centre) site. The material is also used in full-time education 
as a supplement to classroom lectures, mainly for practical 
exercises. The course contains a summary of theoretical 
and practical material, supplemented with videos of 
exercises and tests to assess comprehension. The existing 
e-learning course on Moodle was very useful during the 
pandemic, as it allowed a smooth transition to online 
learning. We also had face-to-face contact via the Teams 
application, but with the existing online materials, students 
were able to work through the course material at their own 
pace. Examinations were also conducted via the Moodle 
interface. In order to minimise misuse, everyone wrote their 
quizzes at the same time, and everyone was given a 
different set of tasks. The introduction of dual training also 
meant that we had to face the fact that most of our students 
spend most of their time at their chosen workplace, 
especially when they are involved in larger projects, so they 
are not always able to attend lectures. The e-learning course 
helps to overcome this, as it allows them to keep up with 
the course material and work to their own timetable. In the 
case of the correspondence course, a fully e-learning course 
has been introduced, so students have fewer days to come, 
which is also an advantage for them because of work and 
family commitments. We try to organise the lectures in 
such a way that students who are present in person, but also 
preparing at home, have the opportunity to learn the 
material and pass the exam. 

B.  Laboratory exercise 

The aim of the laboratory exercises is to practice and apply 
what has been learned in the theory class, and to acquire the 
knowledge needed to measure digital networks. Below is a 
look at how the organisation of laboratory exercises has 
evolved over time for the subject [9]. 

The UNILAB (Figure 3) was a tool used in the 1980s for 
hands-on digital technology training. This device had 
individual digital integrated circuits mounted on panels, 
with outputs accessible via terminal boards. From these 
integrated circuits, the network to be measured had to be 
assembled by the students by wiring. The input signals and 
levels (high and low) could be set by switches, and the 
status and level of the outputs could be controlled by LEDs. 
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Figure 3. The front panel of the UNILAB clock generator (own editing) 

The advantage of UNILAB was that the students practised 
building and wiring digital networks. The disadvantage was 
that some students had problems wiring the network 
together, often making mistakes and thus not getting the 
right measurement results. Another problem was that the 
connectors were not stable, there were many contact errors 
and the connectors often broke. The instrument had a high 
maintenance requirement [10]. 

Later, one of our teaching colleagues designed and 
produced a measuring card. The students took 
measurements on it. The measuring card was used to 
perform delay time and signal level measurement tasks 
(Figure 4).  

 

Figure 4. Single measuring cards (own editing) 

The advantage of using these measurement cards was that 
the students no longer had to deal with wiring the digital 
networks together, so they could concentrate on the 
measurement task. The primary disadvantage of these 
cards was the failure of the connectors, and contact failure, 
but they also required a lot of maintenance. The advent of 
programmable logic integrated circuits and subsequent 
developments have moved in this direction [11]. 

During the 2000s, in parallel with the emergence and 
development of programmable logic ICs, digital 
engineering colleagues developed measurement panels 
where the digital network to be measured was implemented 
with a programmable logic IC. Software and hardware 
development tools have made it possible to implement the 
digital networks to be measured using circuit diagrams and 
hardware description languages. The obvious advantages 
of this solution are the flexibility resulting from 
programmability and the reduction of development time. 
Much time and cost could be saved by not having to 
physically build the digital networks to be measured. 
However, the disadvantage is that students only see the 
digital networks to be measured at the level of the 
schematic, they do not see the physical architecture of the 

networks and therefore do not get practice in the physical 
implementation. Several types of programmable logic have 
been used and are presented below. 

 Lattice 

The Lattice measurement panels (Figure 5) are based on the 
Lattice ispLSI 1016 Programmable Logic Device (PLD).  

 

Figure 5. Measuring card with Lattice programmable IC (own editing) 

For the development of the measurement programs, our 
colleague used the Xilinx ISE WebPack (Integrated 
Software Environment) software environment. This 
development system is a free software developed by Xilinx 
for FPGAs and CPLDs, which can be freely downloaded 
from the company's website. The development system 
contains all the elements needed for schematic-based and 
hardware description language-based development. The 
designer can enter his ideas and designs in the form of a 
schematic drawing, using the schematic creator and input 
program, or in hardware description language. This is 
supported by the HDL editor part. The supported languages 
are Verilog and VHDL. After input, you can simulate your 
circuit to make sure that it works as expected. 

The Xilinx ISE WebPack simulator is the Xilinx ISE 
Simulator. To run the simulation, the model must be 
operated, "excited", so the model inputs must be fed with 
appropriately variable signals. This is done by specifying a 
series of so-called test vectors. The test vectors can be 
specified by the designer using an HDL specification (test 
bench). The simulator can be used to test the operation of 
the circuit over time (Figure 6). 

 

Figure 6. Simulation of a simple combinational network with Xilinx ISE 

WebPack simulator (own editing) 
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In addition to the flexibility of the device, the disadvantage 
was that a separate measurement program was created for 
each type of digital network (due to the limited capabilities 
and capacity of the programmable IC), so at the beginning 
of each hour a new measurement program had to be 
downloaded into the device, and the programmable logic 
IC had to be reprogrammed. Unfortunately, the Lattice IC 
used was severely limited in its reprogrammability, so the 
Lattice ICs often had to be replaced due to failure. After a 
while, the IC was no longer available, so another solution 
had to be found. 

 XILINX 

The next technological step was the writing of a 
measurement program implemented by our colleague using 
a measurement card from XILINX company containing a 
programmable CPLD circuit (XC9572XL). To create the 
measurement program, our colleague used the Xilinx ISE 
WebPack development system (Integrated Software 
Environment). One of our colleagues designed a 
measurement box (Figure 7) to perform the measurements. 
The signals to be measured were available on a spike line 
and could be tested with an oscilloscope [12]. 

 

Figure 7. XILINX CPLD Programmable Logic Integrated Circuit (PIC) 

based test box (own editing) 

The advantage of the device was its reprogrammability. 
Here, our colleague had managed to use the same 
measuring program for a semester, so that we did not have 
to download a new measuring program for each lab 
exercise. This increased the lifetime of the programmable 
IC. The problems with this solution were: breakage of 
interconnecting wires; soldering problems; errors due to 
repeated reprogramming. Replacing the programmable ICs 
solved some of the problems for a short time, but it was not 
a permanent solution, as the programmable logic ICs used 
were also difficult to obtain. 

 Basys3 board 

The Basys 3 board was introduced in digital engineering 
lab classes in 2023. This board is a complete digital circuit 
generation platform based on the Artix-7 FPGA device 
from XILINX. With Basys 3, combinational and sequential 
networks can be easily implemented. The development of 
the measurement programs was done using the VIVADO 

software system from XILINX company. VIVADO is a 
free software developed by Xilinx company for FPGAs, 
which contains all the elements needed for schematic-based 
and hardware description language-based development. To 
perform the measurements, one of our collaborators 
designed an additional panel where the signals to be 
measured can be accessed on a spike line and tested with 
an oscilloscope (Figures 8 and 9). 

 

Figure 8. The Basys 3 board with the additional panel (own editing) 

 

Figure 9. Testing the operation of a serial network using an oscilloscope 

(own editing) 

The advantage of the tool is its flexibility, with the 
VIVADO program it is easy to implement digital networks. 
Each digital network is implemented in VHDL, and the 
networks are combined into a block at the level of a circuit 
diagram. The blocks are the measurement programs. At the 
moment there are 4 measurement programs available: 
combinational networks; three-bit stateful sequential 
networks; stateful sequential networks implemented with a 
step register and stateful sequential networks implemented 
with synchronous counters. 

The VIVADO software system from XILINX is also 
suitable for simulation tasks. After entering the network to 
be tested, a test bench file must be created, which provides 
a set of test vectors. The simulator can be used to test the 
operation of the circuits over time (Figure 10). 
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Figure 10. Simulation result of a sequential network with counter 162 

(own editing) 

IV. THE FUTURE 

Considering the challenges of our time and the needs of 
Generation Z, we want to create a subject where both 
lectures and laboratory exercises can convey the necessary 
curriculum to students in an enjoyable, thorough, and 
professional way. It also meets the needs of industry and 
society. Taking these into account, the theoretical teaching 
of the subject would be tailored to the individual needs of 
the students, with a greater emphasis on mentoring. 
Students could work to their own timetable, but by the end 
of the semester, they would have to master the required 
material and give several assessments of their knowledge. 
For lectures, the emphasis would be on individual work, 
while for laboratory exercises, students would work mainly 
in groups. In the labs, students would work in teams on 
project tasks. Here, they would be asked to solve a 
predefined task, from designing a programmable IC, 
through implementation, to checking operation and 
recording the results. The Artix-7 based FPGA device 
Basys3 from XILINX is currently the right tool for this. 

The technical higher education of the future will be a 
diverse and flexible system that meets multiple needs. 
Institutions will strive to provide students with a broad 
range of knowledge and skills. Through online education 
and virtual reality technologies, students can access 
education anywhere and at any time. Adaptive learning 
systems help to personalise the curriculum while also 
playing an important role in developing practical skills. In 
addition, technical higher education is at the heart of 
sustainability and social responsibility, preparing students 
for the challenges and opportunities of the future. 
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Abstract— As technology advances, the traditional use of 

printed textbooks is evolving into digital platforms to create a 

more interactive learning experience. This study aims to 

enhance the initial version of the Augmented Reality (AR) 

application previously developed by the authors. The 

improvements include adding more content and refining the 

application's evaluation process. The proposed AR application 

is designed for high school literature coursebooks, utilizing the 

Unity game engine and Vuforia Engine technology. This 

application overlays digital content onto physical textbooks, 

thereby enhancing the learning process. Specifically tailored for 

high school students, it enables them to access additional 

information, 3D models, and animations related to their 

textbook content. Furthermore, this research focuses on 

enriching the app with additional content and enhancing the 

evaluation process through several methods, including 

motivation and satisfaction surveys, content integration 

assessment, technical performance evaluation, qualitative 

analysis, and a comparison with traditional methods. The 

results indicate that the AR app developed in this research 

effectively enhances student engagement and motivation. 

However, it may have room for improvement in content 

integration within the field of literature. Consequently, the 

incorporation of AR technology into high school education holds 

great promise for enhancing the quality of education and 

preparing students for the digital age. 

Keywords—augmented reality, AR, unity game engine, vuforia 

engine, high school education, interactive learning, digital 

textbooks, traditional methods comparison, educational 

technology 

I. INTRODUCTION 

Augmented Reality (AR) refers to a technology that adds 
digitally created content into a user's real-world perception. 
Its application spans a variety of sectors, including education, 
entertainment, and healthcare. In the realm of education, AR 
has proven to enhance learning outcomes by boosting 
engagement and interactivity [1]. Entertainment 
predominantly employs AR to craft immersive gaming 
experiences [2]. Within healthcare, AR has found utility in 
aiding medical training and enhancing patient outcomes [3]. 
Additionally, AR has displayed effectiveness in improving 
user performance in tasks like navigation, assembly, and 
maintenance [4]. Furthermore, AR has been leveraged in 
marketing to create interactive and captivating 
advertisements [5]. Despite its benefits, AR adoption presents 
challenges such as cost, technical constraints, and the absence 
of standardized development platforms [6]. 

In recent years, the utilization of augmented reality (AR) 
technology in educational contexts has gained significant 

traction to enrich students' learning experiences [7]. By 
incorporating AR, traditional instructional methods can 
evolve into more interactive and engaging learning 
environments. The domain of literature education has also 
recognized the potential advantages of AR technology in 
enhancing students' comprehension and appreciation of 
literary works [8]. This paper presents a research study 
investigating the use of AR in high school literature 
textbooks. The study seeks to explore how AR enhances 
students' engagement, motivation, and comprehension of 
literary texts. 

In this study, a pre-existing AR application designed for 
10th-grade literature textbooks, aiming to improve students’ 
motivation, engagement, and support the learning process, 
was enhanced. The enhancements involved augmenting the 
application with additional content, technological upgrades, 
and a more thorough evaluation. The application was created 
using the Unity game engine and Vuforia Engine technology, 
synergistically allowing the integration of digital content with 
physical textbooks. The research encompassed the 
development of the app with four distinct triggers: images, 
maps, short videos, and 3D models. Additionally, the study 
evaluated the app's effectiveness through both user and 
teacher assessments. The subsequent section offers a detailed 
account of the developed AR application. 

II.  DEVELOPMENT OF THE APPLICATION  

In this section, details about the technologies and the 
content used to develop the app are explained together with 
how the app works. 

A. Programs Used 

Unity serves as a robust and widely embraced game 
engine and development platform, enabling developers to 
craft interactive 2D and 3D content across a range of devices 
including Desktop operating systems, gaming consoles, 
mobile devices, and virtual reality headsets (VR). 

On the other hand, Vuforia Engine represents an 
augmented reality (AR) solution, affording developers a 
variety of tools and capabilities to construct AR applications 
made for mobile devices, tablets, and smart glasses. Through 
Vuforia Engine, developers can seamlessly integrate virtual 
elements into the physical world, encompassing interactive 
3D models, animations, and interactive user interface 
components. 

By utilizing these two, Unity and Vuforia Engine form a 
potent partnership for the creation of state-of-the-art AR 
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applications. Developers can harness the strengths of both 
platforms to craft engaging and immersive AR experiences 
characterized by high-quality graphics, dynamic animations, 
realistic physics, and interactive features. Additionally, they 
can tap into advanced AR functionalities like image and 
object recognition. 

B. The Textbook Used 

The book integrated into our application is "Színes 
Irodalom," a literature textbook utilized in Hungarian high 
schools for 10th-grade students, published by Oktatási 
Hivatal (The Hungarian Board of Education). This literary 
resource summarizes a wide range of literary topics, both 
classical and contemporary literary works, literary 
movements, genres, international literature, the art of literary 
analysis, composing literary critiques, and the intricate 
connection between literature and society. 

C. The Application 

Our application was created with the Unity engine and the 
Vuforia AR module. It is available to android devices above 
version 8.1 (Oreo) and API level 27. The app works with a 
10th grade literature textbook, which is a high school 
textbook used nationwide in Hungary as mentioned in the 
previous section. Currently with the improvements, the app 
can recognize 10 images from the textbook (the details of the 
target images and triggers can be seen in the Table 1 below 
and samples of target images can be found in Fig. 1), and lets 
the user interact with those pictures in different forms namely 
images, 3D models and videos. It should be noted that the app 
asks for permission for the camera of the device. This is 
necessary for Vuforia to begin scanning the pictures.  

After starting the app, hovering over the target images we 
can trigger the specific content that belongs to that target 
image. A photo of the app being used can be found in the Fig. 
2 below. Ten target images are represented in Table 1 below 
together with their specific triggers. The details of the triggers 
are explained in the paragraph after the table. 

TABLE 1 DETAILS OF THE IMAGES AND TRIGGERS 

Image 
ID 

Page 
number 

Description of trigger 

1 231 Short video from the movie called Bánk Bán 
(1987) (Bánk Bán n.d.) 

2 242 
3D model of the New York Metropolitan 
Museum (New York Metropolitan Museum 
n.d.) 

3 62 
Short video from the movie called Romeo 
and Juliet (1996) (Romeo and Juliet n.d.) 

4 94 Map of Hungary with Szigetvár pinpointed 

5 250 
Map of the United Kingdom with Chawton 
pinpointed 

6 262 Map of Russia with Joskar-Ola pinpointed 

7 335 Jókai Mór’s flat from the outside 

8 344 
Short video from the Hungarian movie 
‘Aranyember’ 

9 258 3D model of the Notre Dam 

10 83 Image of the Asam church in Münich 

 

 

Fig. 1 Samples of the target images 

The first target is on page 62, if we hover our camera 
above the picture with the description “Claire Danes és 
Leonardo Dicaprio a dráma 1996-os filmvátozatában 
(rendező Baz Luhrman)” a video about the movie “Romeo + 
Juliet 1996” appears placed above the picture. On page 94, 
the image titled “Orosz István grafikája” triggers a map of 
Hungary with Szigetvár pinpointed on the map. This is 
because the picture is about Szigeti Veszedelem written by 
Miklós Zrínyi. On page 231, the image from the movie Bank 
Ban triggers the scene of the film where the image is from. 
The painting of Eugéne Delacroix on page 242 shows a 3D 
model of the New York Metropolian Museum of Art above 
the image. The painting is stored in this museum. On page 
250, the image of the Jane Austin memorial house in 
Chawton triggers a map of the United Kingdom with 
Chawton pinpointed on it. The photo of the statue of Puskin 
and Anyegin in Joskar Ola makes the app show a map of 
Russia with Joskar Ola pinpointed above the picture.  The 
target image on page 335 shows, makes the app display Jókai 
Mór’s flat from the outside when the user hovers the device 
above the image of Jókai sitting inside his residence. On page 
344, if we hover the device above the second picture featuring 
the movie ’Aranyember’ the application triggers a video that 
shows the exact scene where the image is from. On page 258, 
hovering the device above the image of Notre Dame in the 
top left corner, the app shows a 3D model of the building. The 
photo of the Asam Church in Münich on page 83 shows the 
inside of the Church. If we place the camera of the device 
above this picture, the app displays a picture of the outside of 
the building. 

 

Fig. 2 Images showing the app in use 

D. Technological Improvements 

The previous version of the app used the default focus 
system provided by Vuforia Engine. However, its 
functionality did not satisfy the demands of the user therefore 
a custom focusing was added using a C# script on Unity [9]. 
Fig. 3 below represents the focusing abilities of the new 
version. The new focus is also evaluated by the users in the 
next section. 
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Fig. 3 Image showing the focusing abilities 

III. EVALUATION OF THE APP 

An online survey was adopted to assess the effectiveness 
of our augmented reality (AR) app, designed as a supplement 
for a high school literature textbook. The purpose of this 
evaluation was to gather the perceptions of both users and 
teachers regarding the integration of AR technology with the 
existing literature textbook. The user evaluation involved 52 
students, primarily 10th graders, with some 11th graders 
participating. Additionally, two literature teachers provided 
feedback on the app. This assessment took place at a high 
school in Székesfehérvár, Hungary, and the sample size met 
the minimum requirement of 30 participants, as suggested by 
Coakes and Steed in 2003 [10]. 

The questionnaire used for app evaluation was created 
using Google Forms and consisted of four sections: 
Respondents' Data, User Experience, Learning Outcomes, 
and Technical Functionality. It comprised a total of 16 
questions, including five short-answer questions, 10 linear 
scale questions, with responses ranging from 1 (Strongly 
Disagree) to 5 (Strongly Agree) and an open-end question. 
The teachers' questionnaire contained 11 questions, most of 
which required brief responses, and its primary objective was 
to get an insight of the teacher’s opinions and 
recommendations on the application. The following section 
will put forward the results of the user evaluation. 

IV. RESULTS 

This section shows the results of the online questionnaire 
designed for users and teachers. Overall, the outcomes of the 
survey suggest that students generally had a favorable 
response to the application. The data revealed that many users 
found the combination of the book and the app to be more 
captivating and interactive. More than 60% of the participants 
expressed that the app offered a distinctive and valuable 
learning experience. The detailed result of the questionnaire 
is provided in two sections below namely the results of the 
user evaluation and the results of the teacher evaluation. 

A. USER EVALUATION 

This section provides further details on the responses of 
students in 3 categories, user experience, learning outcomes 
and technical functionality. 

1) User Experience 

This section aims to assess the user experience while 
using the app. According to the survey results, over 90% of 
the respondents found the augmented reality (AR) features 
easy to use and navigate, although the remaining 10% found 
them somewhat challenging. Over half of the respondents felt 
that the inclusion of AR features made the literature books 
more engaging and interactive. An additional 9% did not find 

the app to be engaging or interactive. Half of the users 
expressed their willingness to recommend the app to others, 
while the rest of the students were uncertain. The Fig. 4 
shows the results on the user experience. 

 

Fig. 4 Chart showing the evaluation results on user experience 

2) Learning Outcomes 

This section was designed to evaluate the impact of the 
app on actual learning. The AR features in the book app 
contributed to improved understanding of the settings, 
characters, or plot for 37% of the respondents. Increasing the 
number of contents may further increase the educative nature 
of the app. Approximately 70% of the participants believed 
that the experience was more unique and meaningful when 
compared to traditional literature books. 

 

Fig. 5 Chart showing the evaluation results on learning 
outcomes 

3) Technical Functionality 

The ease of using the app was assessed in this section. 
About 45% of the respondents reported that the AR features 
in the app functioned smoothly without any problems, and 
they were satisfied with their performance and functionality. 
Additionally, the users found the focusing abilities of the app 
satisfactory. 

These results underscore the significance of engaging and 
visually appealing features in educational applications, as 
well as the importance of user-friendliness. 

B. TEACHER EVALUATION 

The app was evaluated by two literature teachers who 
teach at the same high school. After using the app, the 
teachers were asked to fill out the questionnaire mentioned 
earlier. The results of the questionnaire show that the teachers 
provided positive feedback overall. The details of the 
responses are explained below. 
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Both teachers strongly agreed that the inclusion of 3D 
models, maps, and videos through AR has a potential to 
improve students' comprehension and visualization of the 
literature book content. Additionally, they believe that the 
app has the potential to enhance the students' understanding 
of literary concepts in the literature book. Similarly, both 
teachers find it engaging for students and they believe that the 
app might increase students' interest and motivation in 
studying the literature book. Even though, there were not 
teachers involved during the selection of the content, both 
teachers agrees that the AR app aligns well with the existing 
curriculum and learning objectives of the 10th-grade 
literature book. One interesting point to mention is that one 
teacher did not find the app to have a potential to distract the 
students whereas the other though that the app has a potential 
to distract the students during literature classes. In terms of 
encouraging students to actively participate and interact with 
the content of the literature book, both teachers believe that 
the app being more interactive than the book indicates 
promise in its effectiveness. Finally, both teachers indicated 
that they were both satisfied with the AR app and its potential 
to enhance the study of the literature book for 10th-grade 
students.  

Overall, both student and teacher evaluation indicate that 
the app is engaging and has a great potential in increasing the 
interest and motivation in studying literature. 

V. CONCLUSION 

In our study, we introduced an upgraded version of an 
augmented reality (AR) app created to complement high 
school literature textbooks. Building on the earlier version, 
this enhanced app represents a significant step forward, 
boasting increased content and improved technology. By 
utilizing the Unity game engine with a customized focus, 
alongside the Vuforia engine, we've improved the user 
experience and engagement. 

The augmented reality app includes a wider array of 
interactive elements, triggered by ten distinct target images 
within the textbook. These triggers activate an engaging set 
of interactive objects, including images, maps, short videos, 
and 3D models. This expansion of content ensures a more 
immersive interaction with the literary material, enabling 
students to delve deeper into the subject matter. 

In terms of evaluation, we expanded our approach by not 
only seeking user feedback but also incorporating the expert 
insights of two literature teachers. 52 users interacted with the 
app and then shared their experiences and perspectives 
through an online questionnaire, covering aspects of ease of 
use, learning outcomes, and technical functionality. 
Concurrently, two experienced literature teachers assessed 
the app's efficacy from an educational standpoint, providing 
an additional layer of evaluation. 

The collective feedback from both users and literature 
teachers has been overwhelmingly positive, emphasizing its 
valuable contribution to enhancing understanding and 
engagement with literary content. Students found the app to 
be intuitive, aiding their understanding of literature while 
making the learning process more enjoyable and captivating. 
However, in terms of its contribution to improve the 
understanding of the settings, characters, or plot in the book, 
the app performed poorly. On the other hand, the teachers 
both stated that they believed that the app has a great potential 
in encouraging students to actively participate and interact 

with the content of the literature book. And both teachers 
were satisfied with the AR app and its potential to enhance 
the study of the literature book for 10th-grade students. 

In conclusion, this augmented reality app holds promise 
as an evolving tool in high school literature education. Its 
ability to offer a more interactive and immersive learning 
experience has the potential to transform how students 
engage with and comprehend literary works. The integration 
of advanced technology and the inclusion of comprehensive 
content, coupled with a thorough evaluation process, have 
collectively contributed to a compelling educational resource. 

Looking ahead, it is crucial to continue refining and 
expanding the app's capabilities, perhaps by incorporating 
even more diverse and interactive content triggered by 
additional image targets within the textbook. The insights 
gathered from both students and teachers will guide further 
enhancements, ensuring the app aligns with the needs and 
expectations of the educational environment. Additionally, in 
the next versions, it may be beneficial to work with a 
literature teacher while designing the content of the 
application thus making sure that the content is well aligned 
with the curriculum. This study underscores the exciting 
trajectory of technology's impact on education, especially 
within the literature and language arts domain, providing a 
glimpse into the promising future of augmented reality in the 
classroom. 
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Abstract— In our research, we examined the well-being of 

university students at the Alba Regia Technical Faculty at 

Óbuda University We were interested in whether the students of 
the dual or traditional education felt better. The extraordinary 

measures of the COVID period, online learning from home, and 

the distance from mates and professional colleagues also caused 

a lot of difficulties for university students. Returning to the 

traditional order, attendance education, caused at least as many 

difficulties. During their studies, the students of the dual 

education program, in addition to their life as university 

students, are also interns at a workplace, so they are also part of 

an adult workplace community. Their academic success is 

greatly influenced by practical experience, and they also can 

become financially independent thanks to their dual income. In 

our research, we examined how these different experiences and 

opportunities between traditional and dual students manifest 

themselves in terms of indicators of well-being. 

Keywords— well-being, university students, dual education 

I. INTRODUCTION 

As university students might get involved in different 
kind of stressful life events like continuous and time-driven 
learning, midterm papers, exams on one side; local social 
environment, possible new living environment on the other 
side; and one might also include global threats like 
pandemics, wars, economic crises, it is not surprising that 
well-being is an important factor in their everyday activities 
and performance. An excellent review on the mental well-
being of university students and academics is by Halal et al 
[1]. 

A member of today's generation of university students, 
Generation Z was born between 1995 and 2012, and their 
way of thinking and learning is strongly influenced by the 
fact that they have access to the internet anytime, anywhere. 
Research has shown [2] that they find it harder to cope with 
the stress of university studies than students of the previous 
generation. The young people of the Generation Z are very 
curious but less persistent. One reason may be that they 
grew up in front of a computer and are used to instant 
answers. Also, they have a lot of information to process, too 

many goals and opportunities to achieve, so they find it 
harder to commit. If something doesn't work for them, they 
switch more easily. 

Generation Z's sense of well-being is heavily influenced 
by social channels. All communication tools are available 
on social networks, and Generation Z uses them. The 
opportunities on the Internet are changing the way people 
interact. People are losing their sense of space and time and 
entering a world without borders [3]. Covid- 19 has been 
instrumental in encouraging this generation to spend more 
time online. A Latvian article also looked in part at how 
much their physical activity has changed and how this 
affects their well-being [4]. Online shopping is an element 
of young people's well-being as well. How much the 
shopping habits of this generation have changed, how they 
have evolved, how influencers influence today's young 
people and what impact social networking sites can have on 
them can be read in the article of the Faculty of Engineering 
of the University of Szeged [5]. 

II. ANALYSIS OF WELLBEING IN 
INTERNATIIONAL CONTEXT 

In our research first we reviewed how people are 
satisfied with their life in international context: in the 
European Union. So, we made secondary research in the 
international literature of subjective well-being. We are 
assuming that there is a close connection between the well-
being of a country’s population and the well-being of the 
country’s university students. Subjective well-being was 
analyzed with official statistical data for the first time in 
2013 [6]. It was included in the SILC data collection 
coordinated by Eurostat and implemented in 32 countries 
with a uniform methodology. The questionnaire contained 
22 questions, it measured the respondents' lives and 
important areas of life satisfaction, the individual's sense of 
usefulness, the perception of the meaningfulness of life, the 
functionality of the personal network, the trust in people and 
the general sense of security. In Hungary almost 18.000 
people aged 16 or older responded with subjective well-
being related questionnaire questions [7]. 
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Our article compares the values characteristic of Hungary to 
the international data and presents the correlations emerging 
from international data. The most well-known and the most 
cited indicator from the examination of subjective well-
being is the variable measuring satisfaction with life. When 
filling out the questionnaire, the respondents rated the 
general satisfaction with life (0 = not at all satisfied, 10 = 
extremely satisfied). Among the countries there were 
neither outliers nor large-scale differences (exception of 
Serbia and Bulgaria with the lowest indicators). The average 
value was 7.1 point for the European Union as a whole. At 
the top of the ranking, with an average value of 8.0 point 
stood Denmark, Finland, Sweden, and Switzerland. The 
Hungarian average value was 6.2 point like the points of 
Cyprus, Greece and Portugal. Hungary overtook only Serbia 
and Bulgaria. 

 
Fig. 1.: Overall life satisfaction mean rating by country, 2013 and 2018 
(Source: Eurostat, 2018) 

The same data collection was implemented in 2018 by 
Eurostat [8]. The average life satisfaction increased between 
2013 and 2018 in the European Union mainly in Bulgaria, 
Ireland, and Cyprus. In Ireland and Finland was the highest 
the average life satisfaction in 2018. Satisfaction with 
financial situation, job and personal relationships were the 
most important factors for the European citizens in the life 
satisfaction. The average life satisfaction in Hungary, 
Croatia, Greece, Lithuania, Latvia, and Portugal was below 
the EU-28 average. It was the lowest in Bulgaria with a 
value of 5.4 point [8]. Life satisfaction is the highest in the 
Scandinavian countries while in southern and eastern 
countries of Europe people are generally less satisfied. 

There are significant differences in age groups between 
the European countries. In Hungary life satisfaction 
decreases steadily and to a considerable extent with age. 
While the average value is 7.0 point for the 16-24 age group 
until in the 65-74 age group it is only 5.9 point. So, the 
average life satisfaction of university students in Hungary - 
who belong to this age group - is much higher than the 
retired people, and also higher than the older active workers. 
In countries with a high average life satisfaction value, there 
is no significant difference in life satisfaction according to 
age, or the older age group (65-74) is more satisfied with 
life than younger people. Looking at Europe as a whole, in 
Denmark among the 65-74 years old people was measured 
the highest life satisfaction with 8.6 points. 

 
Fig. 2.: Well-being by age group (Source: Eurostat, 2018) 

Material well-being can be seen as a pre-requisite for 
subjective well-being. This is also supported by the results 
of life satisfaction examined in terms of income. One of the 
examination methods of material differences in the society 
is income per capita sorting the population into five groups 
(fifths=quintiles) which have equal number of elements. In 
those countries where there is a big difference between the 
bottom and top income quintiles in life satisfaction, the 
national average value is low. The difference in the life 
satisfaction of the two extreme income fifths in Hungary is 
significant, the difference was 2.1 points in 2013 and 1.5 
points in 2018. 

 
Fig. 3.: Life satisfaction by country and income quantile(Source: Eurostat, 
2018) 

Social interactions, personal relationships play 
important role in the life satisfaction also. An important 
component of subjective well-being is that how meaningful 
the individual feels his life, his activities. In Hungary there 
are significant differences in judgement of life’s 
meaningfulness according to the qualification. Among 
individuals with basic education the average of this 
satisfaction indicator is 6.4 point, while among those with 
higher education it is significantly higher: 7.8 point. We are 
assuming that the university students in Hungary are more 
satisfied with their life than other one with basic 
qualification.  

Based on emotional and mood characteristics 58% of the 
Hungarian adult population reported feeling or being happy 
most or all the time and with this ratio it ranks 20th among 
the 32 countries. 
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Fig. 4.: Frequency of being happy by country (Source: Eurostat, 2018) 

Figure 5. shows Hungary’s relative strengths and 
weaknesses in well-being compared to other OECD 
countries [9]. Longer bar indicates better outcomes (higher 
wellbeing), while shorter bar indicates worse outcomes 
(lower well-being) – including for negative indicators, 
marked with a ‘*’, which have been reverse-scored. 
Inequalities (gaps between top and bottom, differences 
between groups, people falling under a deprivation 
threshold) are shaded with stripes. 

 
Fig. 5.: Hungary’s current well-being, 2018 or latest available year 
(Source: OECD, How’s Life in Hungary? 2020) 

III. RESEARCH METHODS 

A. INSTRUMENTS 

The WHO-5 is a short 5-item questionnaire to establish 
psychological well-being in individuals above 18 years of 
age [10]. The Questionnaire is widely used, as it has been 
validated in more than 35 countries worldwide [11]. The 
above analysis consisted of more than 43000 individuals 
and WHO-5 Index has been suggested as an excellent 
measure of psychological well-being what has also been 
positively related to physical well-being.  

The official Hungarian version of WHO-5 was used, its 
original publication applied 0-3 Likert scale instead of the 
suggested and revised 0 to five [12]. Thus, the scores were 
given as percentage of the possible maximum score. 
Additionally, 30-50 values were considered as mild risk (for 
additional behavioral problems), while values below 30 
were calculated as severe risk (for additional behavioral 
problems). E.g., Krieger et al related the severity of major 
depression with WHO-5 Index values [13]. The Hungarian 

version was validated on more than 12000 individuals, its 
internal consistency showed excellent properties (Cronbach 
α = 0.85). The Hungarian version inversely correlated with 
Beck Depression Inventory Short version and the Hospital 
Anxiety Scale [12]. 

Statistical analyses were performed by STATISTICA 
Program Package. General Linear Model (GLM) was used 
to establish differences between groups (form of education, 
namely dual students, regular students, and corresponding 
students). Fisher LSD post hoc test were used, p<0.05 was 
used to describe significant differences between groups. 

B.  SAMPLE 

Number of respondents was 216 students. Population 
surveyed: students of Óbuda University (AMK Faculty). 
Gender distribution of respondents: 78% male and 28% 
female. Most of the questionnaires, 62%, were filled in by 
students of surveying and engineering informatics. 70% of 
the respondents are full-time students and 30% are part-time 
students. The proportion (35%-35%) of students in the 
surveyed full-time sample is equal between dual and 
traditional education. This allows it to be one of the main 
criteria for analysis. 1/3 of the respondents to the 
questionnaire live in villages, the rest live in cities. Almost 
half of the respondents’ parents have a university or college 
education as the highest level of education, only 12% have 
a vocational education. 81% of respondents consider the 
financial situation of their family to be average, with only 
5% who consider their financial situation to be below 
average. 

Almost 40% of the respondents spend between 4 and 5 
hours a day online, while only a very small proportion (1%) 
spend up to 1 hour a day online. The time spent online by 
those surveyed was classified into five categories. However, 
when the responses were analyzed, a new category emerged. 
Those in the first two basic categories who spend less than 
three hours online each day are considered to have minimal 
internet usage [14], [15]. 

IV. RESULTS 

A. Online hours and minimal internet usage 

The coefficients where the relationships between the 
independent and dependent variables are not relevant are 
summarized in Figure 6. Gender, living place and 
background did not reveal significant differences in online 
hours and minimal internet usage. 

 
Fig 6.  Regression model coefficients between the dependent variables 
of time spent online and minimum time spent online and the independent 
variables of gender, living place and financial background. High p values 
were found (p > 0.1), indicating that the coefficients are not significant in 
explaining the dependent variable. 
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However, the form of education was associated with 
lower online hours in distance learning students 
(F(2,213)=2.85, p=0.06), Fisher LSD showed significantly 
lower online hours in distance students comparing with 
regular ones (p<0.05) (Figure 7).  

 
Fig 7. Means and SE of average daily online hours in students with 
different form of education. Significantly lower hours were present in 
distance students compared with regular students (p<0.05, Fisher LSD). 

The probability of minimal internet usage was 
significantly different according to the form of education 
(F(2,213)=3.82, p<0.05), Fisher LSD showed significantly 
higher probability of minimal internet usage in distance 
students comparing with regular and dual ones (p<0.05) 
(Figure 8). 

 
Fig 8. Means and SE of probability of minimal internet daily usage (less 
than 3 hours) in students with different form of education. Significantly 
higher probability was present in distance students compared with regular 
students (p<0.05, Fisher LSD). 

B. Well-being 

A histogram of WHO-5 Index results can be seen in 
Figure 9. The average of the 216 students was 60±1.4 
(mean±SE). 

 
Fig 9. Histogram of WHO-5 Index in University students. Values below 
50 indicate additional behavioral risk, 30-50 means mild and below 30 
values severe risk for additional behavioral problems. 

Neither gender nor living place modified the well-being 
of students can be seen in Figure 10. 

 
Fig 10. Regression model coefficients between the dependent variables 
of WHO-5 Index values and the independent variables of gender and 
living place. High p values were found (p > 0.1), indicating that the 
coefficients are not significant in explaining the dependent variable. 

However, the background was associated with 
significant differences in WHO-5 Index (F(2,213)=3.32, 
p<0.05), Fisher LSD showed significantly higher WHO-5 
Index values in well-off students compared with students 
with average background (p<0.05) (Figure 11). 
Interestingly, students with low financial means were like 
those with well-off students. 

 
Fig 11. Means and SE of WHO-5 Index in students with different 
financial backgrounds. Significantly higher values were present in well-
off students compared with students with average financial background 
(p<0.05, Fisher LSD). 
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The overall WHO-5 index did not show significant 
differences between students with different form of 
education, neither additional severe behavior risk was 
present. However, the probability of mild risk for additional 
behavioral problems showed a tendency for significant 
difference between groups (F(2,213)=2.67, p=0.07), Fisher 
LSD showed significantly lower risk in dual students 
comparing with regular ones (p<0.05) (Figure 12). 
Corresponding students did not show significant difference 
from the other two groups. 

 
Fig 12. Means and SE of probabilities of mild additional behavioral 
problems (according to WHO-5 Index values between 30 and 50) in 
university students. A significantly lower probability was observed in dual 
students compared with regular students (p<0.05, Fisher LSD). 

Looking at education patterns, it can be concluded that, 
because they are working, those with part time courses and 
dual jobs have higher material well-being and less leisure 
time, they are also likely to spend less time on the internet 
and online. It is also possible that those with higher material 
well-being are pursuing other types of hobbies. 

V. DISCUSSION 

The aim of the research was to assess the level of well-
being and possible psychological difficulties of students 
studying at the Óbuda University, Alba Regia Technical 
Faculty using the WHO-5 well-being questionnaire. This 
validated questionnaire is used to measure levels of mental 
well-being and depression. During the research, the 
university students were asked to fill out an online 
questionnaire which, in addition to the WHO-5 well-being 
questionnaire, also asked for demographic data. The WHO-
5 wellbeing questionnaire can be used as an effective tool to 
assess students' mental wellbeing and to identify the risk of 
depression in the university setting. The results of the study 
could be used to develop targeted interventions to improve 
students' psychological well-being. Fortunately, only a 
small portion of students at our university were in the high 
(severe) risk group based on the results of the WHO-5 well-
being questionnaire. As our university has a long tradition 
of dual training, we felt it was important to compare the 
results of students studying in this form of training with the 
responses of students in traditional and correspondence 
courses. In most cases, there were no significant differences 
between the responses of students studying different forms 
of training, but in a few cases, we found a detectable 
difference. 

The main findings of the present research were the 
following. Part time students used less internet compared to 
regular ones, and the probability of minimal internet usage 
was significantly higher in that group compared with regular 
and dual ones. Compared to regular students, dual students 
had a significantly lower risk for mild additional behavioral 
problems. 
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Abstract - In the research presented here, we investigated which 

methods can be used to support students' learning, to stimulate 

their interest and to motivate them after a difficult period of 

returning from online education to the face-to-face learning 

environment. We explored the post-Covid effects experienced by 

the instructors after a long period of online education in a face-

to-face teaching environment. During the in-depth interviews, 

we also sought answers to the question: how can an instructor 

be motivated? Our research was conducted at the Alba Regia 

Faculty of Technology of Óbuda University in Székesfehérvár. 
The questions asked during the interviews were broadly selected, 

covering several topics that are necessary to enable lecturers to 

teach conscientiously and with sufficient motivation, in 

accordance with today's technology. Most teachers have tried to 

consider the needs of the students and to change their teaching 

methods. Several of them mentioned as an important aspect that 

their aim is to make teaching more practice-oriented, to pay 

attention to the theory-practice ratio, to different motivational 

possibilities, for example by offering a grade, tests, videos, 

interactive lessons. 

Keywords - motivation, Covid effect, higher education, 

instructor perspective 

I. INTRODUCTION 

Motivation is an essential component of academic performance, 
and high levels of motivation are associated with good academic 
performance [1]. Highly motivated students put more effort into 
learning, which leads to better results [2]. High motivation can be 
driven by several factors. Tinto's model of student attrition [3] 
argues that academic integration, is a major factor in maintaining 
student persistence. That is, the more students feel that their 
intellectual needs are met at the university and the more they 
identify with it, the more likely students are not to drop out early 
[3]. 

The second factor in Tinto's model is social integration, i.e., 
students' social relationships with their fellow students and 
teachers. This factor is consistent with the theory of self-
determination, which suggests that the need for contact is a key 
component of motivation [4]. Students who interact more with 
their peers and instructors tend to report higher satisfaction and 
motivation than students who have fewer social interactions 
identified the expectation of participation [5] [6], the desire to gain 
knowledge about assessment and to find out what it is about, as 
the primary motivation for attending university classes [7]. 

In the qualitative research presented in our study, we investigated 
which methods are suitable for helping students to learn, to 

stimulate their interest and to motivate them after a difficult 
period. For almost a year and a half, due to the closures and the 
transition to online education caused by Covid, personal contact 
was minimal, and thus the lack of personal contact with fellow 
students and lecturers was a major factor in reducing student 
motivation. We wanted to look at another aspect of our research 
with students, which we had previously carried out [8], and 
examine the impact of post-19 Covid education on lecturers [9], 
[10]. How they could make students more motivated, what 
teaching methods they used, what they had to change compared to 
their teaching before Covid 19. During the in-depth interviews, 
we also looked for answers to the question: how can an instructor 
be motivated? Do they need to be motivated? 

II. RESEARCH METHOD, SAMPLE, RESEARCH 
QUESTIONS AND HYPOTHESIS 

During the in-depth interviews, the responding teachers and 
professors were able to express their thoughts and feelings in their 
own words, allowing us to gather more accurate and complex 
information. The in-depth interviews also allowed us to get a 
better understanding of the views of reclusive individuals, a great 
advantage over focus group discussions. Interviews lasted 
between 45 and 60 minutes. 

An important criterion in the selection of the lecturers interviewed 
was to interview lecturers from all disciplines who also teach full-
time. A total of 13 lecturers were interviewed, of which 4 were 
female and 9 were male. An important criterion for the sampling 
was to interview lecturers from each institute, 6 from the Institute 
of Engineering, 2 from the Institute of Science and Software 
Engineering and 5 from the Institute of Geoinformatics. 

The following additional criteria were considered for the 
interviewed lecturers: 

− lecturers who teach a basic subject and who teach a 
professional subject, 

− age group, 
− number of years in teaching, 
− from all university years. 

Our hypothesis was: "A motivated teacher can motivate students." 

Our research questions, which we sought to answer during the 
interview: 

1. What methods and tools do instructors use to engage students' 
attention during lessons, how much has this changed after the 
Covid period of online teaching, returning to face-to-face 
teaching? 
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2. What is necessary for lecturers to be able to teach 
conscientiously and with sufficient motivation, in line with today's 
technology. 

During the discussions, it became clear that teachers of first year 
students and teacher of upper year students have different 
experiences. The motivations and views of the different teachers 
at different levels are different. A total of 15 pre-defined questions 
were asked, including how the instructors perceive the students, 
what teaching methods are used, how is accountability done, what 
works well or causes difficulties, and what motivates the 
instructor to teach? 

III. PRESENTATION OF THE RESPONSES 
ALONG THE RESEARCH QUESTIONS 

How do you see today's students? 

During the interviews, we observed that several first-year teachers 
mentioned that students' basic skills were lacking. There is a lot 
of material at once and they don't have the learning techniques to 
process it. They try to learn in a superficial way. They prefer to 
learn what they can find where, they want to go deeper into what 
is useful and important for them. 

It's hard to keep the students’ attention. What they also see as a 
difficulty is that students are uninterested in the subject, they don't 
want to work in a profession, they chose the subject with parental 
help. 

The senior colleagues divided the students into two groups. One 
group is made up of those who want a degree but will not 
necessarily work in the profession, they "need paper", and the 
other half are students who are very interested, want to do the 
assignments, enthusiastic, goal oriented. 

What teaching methods do you use? 

In general, you can keep young people's attention for about 20-25 
minutes. It is said that during this time, the instructors try to bring 
the attention back using different techniques. Working in small 
groups is better, simulation programs can be used, tests can be 
taken, and the big advantage is that the results are immediately 
visible. YouTube videos have been used for demonstration 
purposes, for example in production methods, and are analyzed 
later. Tests are very popular with students; two types are used 
mainly by trainers for practice- Kahoot or Moodle test. 

The idea of flexible timetabling came up. Mixing lectures and 
exercises. Keeping breaks on demand. It is important to 
emphasize the importance of the student knowing what he/she is 
doing and why, he/she is more willing to do it and more accepting 
of the task. 

What kind of assessment is used? 

For the trainers interviewed, it can be said that theory is taught 
alongside practice. During term time, the assessment is divided 
into two parts. In theory classes, on average, two final papers are 
written during the semester, divided 1/3-1/3. The ratio of 
theoretical and practical/computational papers varies. What can 
be said in general is that practical knowledge is asked first, and 
theory is tested by examination. The final papers are written in 
different ways. Some papers are written in class and others in the 
form of an online test. 

There are also practical classes. One type is in the form of a 
homework assignment, depending on the subject, measuring, and 
counting or counting through a practical example. Students can do 
this at home, and there is also a practical report. Several 
colleagues mentioned that the assignment should also be 
displayed to the students with a presentation. This also develops 
their communication and presentation skills, so that they can 
present themselves properly when it comes to the final 
examination and thesis defense. Classic term papers, with 
research, are also available in several subjects. Several of them 

mentioned working on daily topics that have an impact on their 
lives - in the form of a discussion forum. Processing case studies, 
making TikTok videos. 

When it comes to the oral exam, teachers prefer the oral exam 
because, as they say, "that's where they can help the student". 
While the focus was on practical assessment during the term time, 
the exam is more theoretical. 

In education, what do you think works well? 

The following were highlighted by the trainers: 
− There is a lot of material for each subject, it is easier for 

students to learn. 
− Video recordings 
− Tests 
− Less theory and more practical examples 
− The informal atmosphere in the classroom. Good 

communication between students and teachers 
− Dual training 
− Practice-oriented teaching 
− Tradition-keeping 
− Patronage system strengthens first-year classes, fewer 

dropouts. 
− Academic student circle 
− Continuous improvement 
− Matlab teaching and use 
− Specialized college 
− Group work and presentation of results at the end 
− Demonstration 
− Library 

What causes the most difficulties in education? 

On the student side, maintaining attention is difficult. Work 
discipline is difficult to maintain. Students do not understand the 
material in class, they find it difficult to think. They can only solve 
the problems that are presented in class. A difficulty that has been 
increasing in recent years is that students cannot take notes. They 
think that the presentation is enough. From the teaching side, 
perhaps more attention should be paid to the emphasis on what is 
expected in a subject. 

On the student side, most of today's full-time students are working 
while studying. They find it difficult to combine work and 
university. They compress their classes into a few days, they are 
tired, they cannot perform well. 

Because our funding is capitation-based, with so many conditions 
and constraints, it is difficult to maintain standards. In another 
area, it is technical support that is a challenge, with projection 
difficulties for the trainers. Technical background: internet, 
network, outdated machinery. Lack of a server to save to. 

If you encounter difficulties, how do you solve them? 

Several types of difficulties emerged during the discussions. One 
of these is, if students do not solve the assigned tasks, how can 
you get them to do them. For foundation subjects, it is a common 
problem that they do not have a solid knowledge of their previous 
studies, they must repeat/re-learn the previous course material to 
be able to go further with the course material. Attitude is a 
problem on the part of the students. 

When technical things get stuck, the instructor himself or student 
helps, or another colleague solves the problem. Here, problems 
with computer - projector alignment before the lecture were 
mentioned. Several colleagues feel that if they encounter a 
problem, they must solve it themselves. 
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Do you think the employer will provide the technical background? 
On a scale of 1-10, where 1 is least satisfied and 10 is completely 
satisfied with everything. 

 

Fig. 1.: Satisfaction level of teachers 

Responses ranged widely, with satisfaction scores on a scale of 1 
to 10, from 1 to 8. The average satisfaction of the 13 respondents 
was 5.92, with a median of 6 and a standard deviation of 2.06. 

Several instructors added their own words to the figure, for 
example, that many of the tools used are bought by the instructors 
so that they can use them in their teaching, thus increasing the 
quality of teaching. 

Do you think your employer provides the necessary support for 
your professional development?  

The number and quality of publications is an important 
requirement, as well as the number and quality of academic 
degrees. Conferences and training courses are fully supported. 
What has emerged as a difficulty is that there is less time for 
research because of the high workload. The importance of being a 
demonstrator student was also mentioned several times in this 
context. 

If you had the opportunity to attend a training course on teaching 
methodology, would you do so? 

Two thirds of respondents would like to take part in such training, 
but some are clearly reluctant to do so. 

What motivational tools do you use to keep students interested in 
your teaching? 

There were colleagues who said that anything extra that you do 
and present on your own initiative will count towards the exam or 
the final paper. Social media tools, Kahoot, TikTok. 

Positive words of acknowledgment are important to students. If 
they do an assessment, they are motivated by the possibility of 
improvement. They like competition, for example, if there is a 
practical example, with given conditions, the first three groups to 
hand in the assignment according to the conditions will be 
exempted from one of the essays. 

The instructors try to point out where and when they can use what 
they have learned in practice. Setting a goal, setting an example, 
if they can do something with their own hands it is always 
empowering for the students. 

As a teacher, what would motivate you more in education? 

Most of all, trainers are motivated by doing what they love. It 
gives them a lot of energy when students listen in class, ask 
questions, and have a positive attitude. Almost all interviewed 
teachers and professors value student feedback on their teaching 
work. They read it and try to change negative opinions. And 
positive feedback gives them wings. 

Another motivating factor is the financial reward and thanks. 
Another motivating factor is research development. They would 
like to have more opportunities and time to do this. 

How important do you consider theoretical and practical training 
to be? What do you emphasize? 

According to the trainers, there are courses where the required 
lecture and practice are strictly adhered to, using all the time 
available, and there are classes where they can be more flexible in 
managing the two parts. 

In those classes where they can be flexible with the curriculum, 
colleagues said that they give as much theory as necessary, most 
of the lessons are practical, and the rest is given up for independent 
study, with aids of course. If you had to show a percentage, they 
said 40-60% for theory and practice. 

How much do students work in groups? 

Groups vary, where the teacher tells who with whom should be 
and sometimes the students put the groups together. In pairs 
exercises, the instructors make sure that one good and one not so 
good are paired. 

With these types of exercises, students can develop and strengthen 
cooperation, communication, team spirit, adaptability, 
compromise, and empathy. 

How can the student keep in touch with the teacher? 

Thanks to the digital technology, the trainers are very flexible with 
the students, they are available in any forum, such as e-mail, 
Teams, Messenger, personal meetings by appointment. What else 
has changed with the rise of the online space is that the concept of 
working hours has disappeared. Students now contact colleagues 
not only during working hours, but also at weekends and late at 
night. Of course, here the lecturer has a free hand and decides 
when to answer. 

IV. MOTIVATION WORKSHOPS 

Looking at both the student side and the lecturer side, we see that 
lecturers want to train good professionals and get them out into 
the labor market, they are doing their best to make this happen, 
and students want to get out into the world with more practical 
knowledge. Both sides are doing their best to achieve this, but we 
believe that more communication is needed to ensure that both 
sides achieve their goals. Two workshops are planned to achieve 
these goals.  

A. Workshop No1. teacher student collaborative event 
The participation of colleagues and students expected, where we 
the problems in learning and teaching is formulated in today's 
higher education, transform it into a task and look for solutions. 

The aim is to get both students and teachers to discuss teaching 
methods that will help students to be more motivated, more 
attentive in class and more purposeful in their learning. Instructors 
will have the opportunity to get to know how today's students 
think, and if necessary, to adapt the structure of their course, 
keeping the important theoretical and practical content, pointing 
out the essential elements in a goal-oriented way. To implement 
the workshop, a model is planned. 

Program outline: 

1. Introduction - In this part, the introduction should be 
followed by the formulation of the objective and the focus 
(20 minutes) 

2. Presentation - In this module, both the trainers and the 
students would formulate how they see the current situation. 
What difficulties, obstacles and good practices do they see. 
The students summarize the advantages and disadvantages 
of today's education. What is exciting in a class, what is 
boring? What should be changed? 
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3. Presentation of relevant research findings during the module 
(20-20 minutes). 

4. Future - Would both lecturers and students articulate what 
they would like to achieve? Where do we want to go from 
the current situation? What would be the ideal education? 
What methods and tools could help to promote motivated 
learning/teaching (30 min) 

5. Prioritizing, setting goals - Which of the above collections 
do they want to start with. Which are the most pressing ones, 
which will achieve small and large results? Select 2-3 items, 
set objectives (30 minutes) 

6. Expectations and obstacles - In small groups, students and 
teachers discuss what expectations they have, who needs 
what, what questions they would like to ask each other to 
achieve the goals they have set. What obstacles do they see 
that might hinder their achievement? (30 minutes) 

7. Action Plan 7 - In this section, action plans would be drawn 
up on what steps are needed to achieve the goal? Creation 
of joint groups of teachers and students from each discipline 
to brainstorm on innovations on a discipline-specific basis. 
What changes would be good? How can we get there? What 
would be the first step? Who would be responsible? What 
kind of timetable would be needed? How would barriers be 
addressed? (90 minutes) 

8. Synthesis, summary. This is where we are now, discussing 
next steps, time schedule and finalizing responsibilities (30 
min) 

9. Closing for all participants (20 minutes) 

It is recommended that at least two or three teachers from each 
course from each year group should be present at the workshop 
and 1/3 of the students from each course group in proportion to 
the number of courses. 

The workshop should be held in the spring semester so that first-
year students have an established picture of the world of higher 
education. 

B. Workshop No2. lecturers’ event 
The first collaborative workshop should be followed by the 
second workshop, where only lecturers would participate and 
discuss the experiences of the previous workshop, make 
suggestions for teaching methods and innovations in higher 
education. 

The first part of the workshop would be attended jointly by the 
trainers and would discuss the experiences of the previous 
workshop. They could then make suggestions on teaching 
methods that could be used to inspire students in class and help 
them to learn at home. 

They would then be divided into smaller groups by subject, where 
they could discuss specific needs and expectations, and make 
innovations and suggestions, adapted to the subject. If necessary, 
we could propose a collection of tools that the trainers could use 
in their teaching, such as instruments or programs to make the 
teaching material more colorful and interesting. 

The timing of the workshop should be planned so that as many 
instructors as possible can participate. 

It is important not to end the process with this, but to have a 
follow-up in six months and a year's time, which could be in the 
form of another workshop or even an interview with the trainers 
and students, sharing experiences and measuring the results 
achieved. 

V. CONCLUSIONS 

During the discussions, we found that there is a great need for 
university lecturers to be recognized for their work, to get 
feedback not only from students but also from colleagues and 
management on what is working well and what they need to 
change. 

The faculty of this study is a relatively small institution with 
informal and friendly atmosphere, which is exceptional in higher 
education and has many advantages. We believe that the teaching 
staff is as important as the students. During the interviews, we 
gained a deeper knowledge of the methods, attitudes, and opinions 
of the lecturers about motivation. The teachers highlighted the 
library, where the staff are very helpful in finding literature. 

It can be concluded that the majority of instructors have tried to 
take into account the changing needs of students and to change 
their teaching methods. Several of them mentioned as an 
important aspect that their aim was to make teaching more 
practice-oriented, to pay attention to the theory-practice ratio, to 
different motivational possibilities, such as the offered grade, 
tests, videos, interactive lessons. 

There is also a common perception in the world of education that 
young people are not hard-working and persistent enough, that 
they are incapable of hard work and are generally characterized as 
less capable than the older generation. This may be because the 
standards set by the older generation of teachers are no longer 
valid. The young generation of the 21st century is no less 
interested than their predecessors, but their attitudes to learning 
need to be recognized, and teaching thinking and methods need to 
be transformed, so that higher education can continue to innovate 
in the fast-changing world of the 21st century. 

Overall, teachers who considered themselves more motivated 
tried to make their lessons more interesting and varied, using a 
much wider range of tools and methods to better motivate the 
digitally native young people of Generation Z to learn, as they 
moved from online to face-to-face education. 
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Abstract-There is currently a narrow field of education in 

Hungary. At the Alba Innovár Digital Experience Centre in 
Székesfehérvár, Hungary, humanoid robots are used with 
great success. The aim of the institute is to promote career 

choices for young people, so the idea of including robots 

used in industry in the daily activities of school classes was 

soon raised. The first step was to find a suitable tool that 

could be used by as wide a range of age groups as possible. 

After a search, the Chinese product Dobot Magician was 

chosen. Thanks to its low price, this tool allows pupils to 

program themselves a device very similar to an industrial 

robot. A tender was then launched to develop a 320-hour 

training course focusing on the use and programming of 

industrial robots by alt workers. In a pilot program, 14 

employees of a local multinational company were trained in 

the use of digital tools in a centralized environment using 

the Dobot Magician industrial robot trainer. After the great 

success of this training, robot programming was introduced 

in the classes of primary and secondary school students. 

This article gives an insight into the possibilities of Dobot 

Magician and its introduction into education. 

I. INTRODUCTION 

The Alba Innovár Digital Experience Centre in 
Székesfehérvár welcomes students on a daily rotation per 
class. This city initiative ensures that students are exposed 
to modern digital tools, helping them, among other things, 
in their career choices. The sessions will introduce 3D 
design, printing, Lego Robot programming, Micro:Bit, 
mobile devices and visual app development for humanoid 
robots. 

In a fast-changing world, digitalization is evolving, so 
the activities in the Experience Centre need to follow suit. 
This is how the idea of incorporating industrial robots into 
learning sessions came about, due to their rapid 
expansion. 

Of the tools available to me, I chose the Chinese 
product Dobot Magician. Its size and low price make it 
possible for all students to program and use a miniature 
version of an industrial robot. 

First, we learned about the possibilities of the robot 
arm, and then we developed a 320-hour course aimed at 
the digital empowerment and development of 
multinational companies' employees. At the heart of this 
curriculum is the Dobot Magician educational industrial 
robot arm. 

The learning material was tested and refined in a pilot 
course. Based on the experience gained, we also 
introduced robot arm programming into classroom 
activities. 

A. The possibilities of the robotic arm 

The Dobot Magician is a 4-axis robotic arm. Several 
accessories can be used. You can control the robot arm 
with a gamepad, use laser engraving, draw with a pen, use 
a gripper arm and a suction cup. The robot arm can also be 
converted into a 3D printer. These can also be extended 
with custom-designed end heads. 

 
Software support is extensive. Downloadable app for 

Android, iOS and Windows. A dedicated app for robotic 
arm programming, DobotStudio, is available. In addition 
to this, it is possible to create any external application, 
because the manufacturer has created a wide range of 
programming APIs. Within DobotStudio, the python 
language is preferred, but it is also possible to program the 
arm "outside" with a .NET library (C#, VB, C/C++), Java. 

 
The manufacturer provides several options for the 

device, such as a visual kit and a conveyor. Several 
conveyors have been purchased for the experience centre, 
and the visual device control is implemented with a 
dedicated camera. The conveyor provides the possibility 

 
Figure 2.  Drum Magician basic package 

 
Figure 1.  Dobot Magician robotic arm 
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Figure 7.  DobotStudio - Blockly 

to model more complex processes, touching on areas of 
collaborative robotics. 

 

B. Using a robotic arm with DobotStudio 

The manufacturer is constantly developing this 
program, which allows you to gradually learn how to 
operate and program the robot arm. 

 
On the right-hand side of the program is the Operation 

Panel, which allows direct control of the arm, coordinate 
and axis control. 

 
Teaching &Playback 

The first button is used to access the teach-in function. 
Here you can manually set the points and properties of the 
robot arm's path. 

Blockly 
In this menu you can learn how to program the robotic 

arm using a visual tool. The Blockly interface, which is 
used in many places, is completed with the commands 
needed to move the robot arm. 

Python 

 
It is also possible to control the robot arm via a 

programming language. The left-hand side of the editor 
window, where the control instructions are grouped 
thematically, is a great help here. 

Programming using an external development tool 
Many external tools can be used. In our courses we 

used Visual Studio with C# programming language. 

 

II. MATERIAL DEVELOPMENT, TESTING 

A. Curriculum development 

Digitalization is gaining ground in industrial 
manufacturing. More and more industrial robots are being 
used. This not only transforms engineering jobs, but also 

 
Figure 9.  Visual Studio - C# 

 
Figure 8.  DobotStudio - Python 

 
Figure 6.  DobotStudio - Teaching&Playback 

 
Figure 5.  Operation Panel 

 
Figure 4.  DobotStudio 

 
Figure 3.  Conveyor set 
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requires a different workforce for other workers. In 
response to this change, a European Union project has 
developed a training course where companies can develop 
the digital competences of their own employees. 
Employers have realized that the only way forward is to 
develop and train their existing workforce. Unable to 
recruit a digitally skilled workforce, firms need to be 
involved in the digital switchover process in terms of 
training as well. 

At the heart of the curriculum development is the 
industrial robotics teaching arm. The use of other digital 
tools is included as an additional module. For example 3D 
printing, mobile programming, Lego robot programming. 
These modules help to diversify and diversify the 
curriculum. Finally, there are optional modules. This was 
considered necessary to allow industry to choose the right 
block of knowledge for their employees and workplaces, 
according to their needs. 

Table 1. - Parts of training 

Basic training 

Industrial robots 

Dobot I. Teaching robotics: 

Drum structure 

Drum software 

Teaching robot movement 

Robot control with different input devices 

Drum II.- Drawing:  

Drawing with Drum 

Drawing: vector image preparation  

Drum III - Engraving 

Engraving with Drum 

Engraving: pixel image processing 

Dobot IV.: 

Basics of programming 

Drum programming: block 

Drum programming: python, C# 

3D printing 

Making simple plans 

Finished plans modification 

Create your own project 

Dobot V.: 

3D printing 

Dobot VI: 

Conveyor use 

Conveyor programming 

Total: 160 hours 

Other modules 

Table 2. - Other 

Additional modules 

Lego robot 

MIT App Inventor 

Industrial simulation: v-rep 

Drone programming 

Micro:bit 

Publication editing 

Presentation creation - Prezi 

Total: 80 hours 

Optional modules 

Table 3. - Modules 

Modular training 

PLC funds 

PLC Advanced 

HMI programming 

Report management, report writing (Excel 
Advanced) 

Report management and preparation (Excel 
programming) 

CAD design 

Pneumatics 

Total: 80 hours 

B. Pilot course 

Almost immediately after the curriculum was 
developed, a local multinational company came forward 
to participate in such a training. 

At the same time, it had to be taken into account that 8 
hours a day is not the way to impart such knowledge, 
especially with participants who have not been in school 
for many years. As it is difficult to predict the composition 
of the group, the curriculum also needs to be flexible. The 
new knowledge is planned for the morning, with a focus 
on the robot arm. In the afternoon, practice and additional 
modules. This arrangement also helped the teacher's work 
schedule, as it allowed for more teachers to diversify the 
course. As a first step, 40 workers received a 2-day basic 
training, at the end of which a survey was conducted. As a 
result of this, and based on requests from employers, a 
group of 14 people was formed and started the 320-hour 
pilot course. The initial idea was that the training would 
be continuous, but initial discussions revealed that this 
was not feasible due to work schedules. Therefore, there 
were 2 training sessions per week at the adventure centre 
site. 

One classroom was adapted just for this training, with 
each participant having their own robotic arm. A conveyor 
belt was provided for each pair of robots to work together, 
and Raspberry Pi computers were purchased to set up and 
test external controls. 

After each major unit, the process was completed with a 
measurement or check. At the halfway point of the course, 
another milestone was added as requested by the client, 
further narrowing the course number to one major unit per 
hour. Thereafter, 12 participants continued the course.  
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C. Experience and results of the pilot programme 

In an experiment of this kind, it is important to have a 
continuous dialogue and to collect feedback. 
Unfortunately, we were confronted with the fact that the 
scheduling of the workers was not as flexible as 
previously indicated. Thus, there were several occasions 
when training days had to be rescheduled due to extra 
work. Feedback indicated that the 320 hours of training 
were too long. So this was reduced to 200 hours for the 
next training course. There was positive feedback on the 
diversity of the training. They really enjoyed the mobile 
programming with AppInventor and the 3D design and 
printing was a great success. There were some very 
serious exam papers produced. The workers were 
motivated and interested throughout. They were very 
grateful to have the opportunity to learn again as adults 
and to gain new skills. 

37 people participated in the basic training in 2 groups. 
The training covered several topics: ICT basics, internet 
basics, email, word processing, spreadsheets, 3D design, 
digital photography and image processing. At the end of 
each module, an independent assignment was assessed 
and a mixed test and a series of tasks of a summative 
nature were solved. 

Table 4 - Results of the Digital Basic course 

Title Results 

ICT basics 96% 
Internet funds 96% 
Email 88% 
Editing 78% 
Spreadsheet management 72% 
3D design 69% 
Photography, image 
processing 92% 
Final test - theory 84% 
Final test - exercise 76% 
Total 83% 

Student satisfaction feedback also showed good results. 
89% of students found the training very useful. 92% of 
participants gained new knowledge. 84% of staff would 
like to continue the training. 

The second part of the training was open to those who 
achieved good results and were supported by the 
company. On this basis, a group of 17 trainees was 
formed. This has since been reduced by 2 at the request of 
the employer. The training included modules on 3D 
design (advanced), Micro:Bit programming, mobile 
programming using AppInventor, Lego robot 
programming and vector graphics editing software 
(Inkspace). Of course, the robot arm (Dobot Magician) 
was the focus of the training, which included: instructional 
programming; using and programming different end 
heads; visual programming; python programming; 
designing and programming external elements. 

Table 5: Results of Digital Professional Training 

Title Result 
Lego programming 66% 
AppInventor 73% 
3D (advanced) 79% 
Micro:Bit 76% 

Drumstick Magician 80% 

Drawing 81% 
Packaging 78% 
Visual programming 69% 
Conveyor use 88% 
Python 73% 
Engraving 92% 

Total: 75% 
At the end of the training, the participants received a 

certificate from the Mayor of Székesfehérvár in the 
Municipal Hall.  

III. INTRODUCTION OF DODOT MAGICIAN IN 

CLASSROOM SESSIONS 

A. Study material 

Based on the company courses, the first session was a 
45-minute session for 13,15,17 year olds. We did not 
think that a Blockly-based approach was feasible in this 
time, or that they would encounter visual programming 
elements in other sessions, so we decided to go for this. 

In this exercise, you have to move 4 cubes from the 
layout shown in the diagram. Use the "Teaching & 
Playback" menu item to repack! 

 
• Move the first frame with MOVL settings as 

shown in the figure! 

 
• Move the second frame with MOVJ settings 

according to the states in the figure.  

 
Figure 11.  2nd frame - MOVJ 

 
Figure 10.  Tasks of classroom sessions 
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• Use JUMP to move the third cube. To do this, 
adjust the height of the JUMP movement to 40 
mm. 

 
• Move the fourth cube around the outline.  

 

• Homework: upload your program to the robot 
and record (phone, tablet) a video of your 
program running independently. Send the 
finished video as an email attachment! 

B. Experiences 

The planned curriculum was delivered within the 
planned timeframe, with the younger age group not 
always making it to the circuits. Typically, they then 
preferred not to go for a break and completed the task as 
much as they liked it. To be honest, we were surprised by 
the success of the robotic arm, as we had our doubts about 
how the age group who had never seen such a device 
would react. The reception could not have been better. 

After a positive reception, we started a course on 
programming Drum Magician the following semester. 
Here you can also learn about the different robot head 
units and visual programming. 

SUMMARY 

The introduction of the robotic arm has exceeded all 
expectations. Very successful sessions were held both in 
the younger age groups and in the adult courses. Building 
on these successes, with the support of the municipality of 
Székesfehérvár, we launched training courses for 
multinational workers in the city. The program has been a 
great success, which is reflected in the fact that some 
partners have found the content of the training useful for 
engineers. 

We are particularly pleased that the younger age group 
(11-13 year olds) are also very enthusiastic about taking 
part in the sessions, so that they can not only learn about 
humanoid robots, but also meet the industrial robots of the 
future. 
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Figure 14.  4th frame - ARC 

 
Figure 13.  3rd frame - JUMP 

 
Figure 12.  2nd frame - MOVJ 
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Abstract- Since its opening in 2017, the Alba Innovár 
Digital Experience Centre in Székesfehérvár has been 
looking for opportunities to show the potential of 

humanoid robots in as many places as possible. Over the 

years, we have been able to introduce the Pepper-type 

humanoid robot from Softbank Robotics to different 

audiences in different areas. It is the largest freely 

programmable humanoid robot commercially available. 

In the course of our activities we try to map the areas in 

Hungary where humanoid robots are accepted, thus 

helping to promote their wider acceptance and spread. 

2023 was also a challenging year, with the energy crisis 

playing a central role. This led to the closure of 

institutions across the country to save money. One such 

institution was the Vörösmarty Mihály Library in our 
town, which provides library services in Fejér County. 
They wanted to use the good weather to create a project 

to attract readers when the library reopened. For this 

reason, we collaborated and developed an application, 

the first in the country, to have a humanoid robot 

waiting for patrons in the library and assisting with 

library processes (loans, recommendations, new items). 

This gave us the opportunity to explore a new area of 

how a humanoid robot appears and interacts with a 

traditional, everyday area, and how it affects processes. 
Keywords-humanoid robot, Pepper, library, TextLib 

I. INTRODUCTION 

In the world of education, modern technology has long 
been used to aid the teaching process. Tablets, interactive 
whiteboards and other devices are now commonplace [1][2]. 
This is a natural process, as pupils grow up with them, so 
education has to adapt. 

This process includes the emergence of humanoid robots 
in schools to support the educational process. Humanoid 
robots are also appearing in other areas of life. These include 
health care, where they can act as companion robots, 
tourism, where they can be used as information assistants, 
and education [3], where they can act as teaching 
assistants [4]. In the educational process, the presence of 
robots can have a stimulating effect, helping and encouraging 
students. It is particularly useful for language learning, since 
the robot is patient and often repeats the words and phrases 
to be learned [5]. In general, humanoid robots are a 
stimulating tool for learners, a better motivational tool than a 
conventional laptop or tablet [6][7][8]. The attitude towards 
learning is also much more positive, which is an important 
aspect in the current process [9][10][11] 

Softbank's Pepper robot has been used extensively in 
recent years. The robot was the first in Hungary to arrive at 
the Alba Innovár Digital Experience Centre in 
Székesfehérvár in 2017. So we received many requests and 

opportunities to develop and 
exploit its usability. One of these 
ideas was to use the robot to help 
library processes. First, a student 
wrote a thesis on the subject under 
our supervision, but unfortunately 
he encountered serious obstacles. 
We were unable to find an 
external library partner for the 
idea, and even if we did, they did 
not give us access to the IT 
system. As the thesis is time-
limited, the program and the thesis 
documentation were implemented 
on a simulated library system. 

Years later, thanks to a lucky 
coincidence, we came into contact 
with the Mihály Vörösmarty 
Library (VMK), based in 
Székesfehérvár. This library 
covers the whole Fejér County, so its IT system is also 
diversified and flexible to meet a wide range of needs. The 
energy crisis caused by the Russian-Ukrainian war led to the 
closure of the library. When the library reopened, the 
organizers saw a good opportunity to raise readers' interest 
by having Pepper waiting for them in the library. They also 
gained support for this in terms of their library system. 

When designing the system, we looked at the possibility 
of using an existing application. Abroad, the appearance of 
the Pepper robot in libraries has been observed in several 
countries. Of course, universities are at the forefront of its 
development, a good example is IE University [15] in Spain, 
where the finished program is presented in a video1. A good 
example can also be seen in the USA with Raonoke Libaries, 
which can also be viewed at 2  on YouTube. Of course, 
commercial companies are also open in this direction, e.g. 
the German company RobotLab sells the Pepper robot with 
library assistant software [16]. The French company 
Aldebaran, which makes Pepper, also has a solution for 
libraries. The website also describes an initiative in Germany 
to attract visitors to traditional libraries using Pepper. [17] 
These systems cannot meet the specific needs that librarians 
expressed during our discussions, nor can they connect to the 
library IT system.  

 
1 

https://www.youtube.com/watch?v=8GVzZEGQwIw&ab_ch

annel=IEUniversityLibrary 
2 https://www.youtube.com/watch?v=xs0JSI3wsck 
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II. DESCRIPTION OF ENVIRONMENT AND NEEDS 

The library lending system is provided by a TextLib3 
software. It can be used as a desktop application, as an 
Android application or as a web application. Many county, 
city and university libraries use this system. The developers 
provide the possibility for external queries, which are 
answered in JSON or html format [13]. In consultation with 
libraries and TextLib developers, requests have been 
developed that they would like to make interesting and 
helpful with the robot. The developers have given us 
maximum help for this, for which we are grateful. 

The robot is used in two main areas, one is to share 
library information and news, the other is to help the process 
of library loans, recommendations based on previous reading 
and borrowing history. 

III. DESIGN OF THE SYSTEM 

The program is run on the robot, and communication is 
facilitated by the tablet on the robot. The tablet is connected 
to Gentoo Linux in the robot's head via a USB share. The 
tablet has a dedicated IP address, the Android running on it 
has been minimized by the manufacturer, only a browser is 
allowed to run, which makes available the web applications 
installed on the robot and other external web content. 

It communicates with the library system, TextLib, using 
Python, a development tool developed by the manufacturer 
Choregraphe 4 . Information sent by TextLib is displayed 
through the tablet's browser. 

IV. JOB SPECIFICATION 

Based on preliminary discussions, the following areas 
have been identified to help Pepper and the program it runs. 

• Access the city and library website. 

• Quizzes, tests, puzzles available on the library's 
website with the help of the robot. 

• Book recommendation based on the reader's emotions 

• Recommendations for readers based on your previous 
loans 

• Statistics on reader loans 

• Search for books by different criteria 

• Recommend new products by theme 

• Send a message to librarians 

During development, the robot was designed to be 
"included" as much as possible in the communication, i.e. to 
communicate both when requesting data and when searching 
for results. 

V. DEVELOPMENT 

As a first step in the development, a demo application 
was created. This was necessary because the client was not 
aware of the robot's capabilities and was constantly exploring 
them. The exact specification of the program was then 

 
3  https://textlib.hu/ 
4 https://www.aldebaran.com/en/support/pepper-naoqi-2-

9/choregraphe-setup-2510-windows 

developed. There were several difficulties in the 
development. 

The programming interface provided by the 
manufacturers of the humanoid robot has not performed 
reliably in terms of emotion recognition. Experience showed 
that emotion identification was almost random. The options 
provided by the API are also quite limited: it can recognize 
neutral, happy, surprised, angry, and angry emotions from 
the face. Based on these, it would be difficult to recommend 
books. We could have used an external, even cloud-based, 
solution to do this, but we tried to use a solution that only 
needed the robot and no other resources. 

There were also some requests that would have required 
upgrades to the library system operators, but the library 
could not afford the extra costs. 

The development possibilities are determined and 
strongly influenced by the system operating on the robot. 
The robot is running Python version 2.7 and it is not possible 
to develop it. This presents many difficulties both in terms of 
development and security. The tablet used as an output 
device for the robot is also not up to date, it has an old 
browser and therefore an old JavaScript interpreter. This part 
cannot be upgraded either, which is also unfortunate neither 
in terms of programmability nor security. 

In addition to the security of the library system, the 
security of the robot is severely lacking. [12] This is not a 
problem in our case, since we basically use Pepper as an 
information robot. 

The robot we used does not have Hungarian language 
support, so we had to use an external tool, Google TTS5 . 
During development we insisted that the program should run 
on the robot. Due to many shortcomings, it could be 
considered to run the application on an external computer 
and use the robot only as an output device. We wanted to 
avoid this during development, we consider treating the 
Pepper robot as a standalone unit and adapting to any 
shortcomings. 

To identify readers, we wanted to use the barcode on the 
reader ticket. This could not be fully implemented because 
the original robot API only has barcode reading solved and 
the barcode was not implemented. This has been remedied 
and posted on GitHub. This solution worked fine, but 
unfortunately it could not be implemented in a stable way 
due to the quality of the robot's camera and the small size of 
the barcode on the reader ticket. So this readout number has 
to be entered manually. This is not a big compromise, since 
the reader has to type in the password anyway. 

VI. SCHEMATIC DRAWING OF THE SYSTEM USER INTERFACE 

During the discussions, the structure of the program was 
developed. The figures also show the names of the html files 
used in the implementation. As the application runs on the 
Linux nginx6 web server running in the robot's head, it can 
be accessed remotely, as this is how the tablet's browser 
accesses it. Therefore, instead of using the traditional links to 
switch between pages, an environment variable was used to 

 
5 https://cloud.google.com/speech-to-text/ 
6 https://nginx.org/ 
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control the switching using ALMemory7 , ensuring that the 
application is displayed in the same way from anywhere. Of 
course, this is only partially true, as different browsers can be 
used on desktops with the latest JavaScript engine. The same 
can't be said for the robot's tablet, but this solution certainly 
makes it easier to develop and test the application. 

When you start the application, you will see the main 
menu, which contains the main functions. 

 
Figure 1. - Main menu of the application 

Show recommendations based on predefined areas. The 
areas are processed according to the ETO numbers used in 
library systems. The results of the search are displayed in the 
file etoResult.html. 

 
Figure 2. - Recommendations 

The Reader menu displays information based on the 
reader ID. These require a data request, code (barcode), 
password (inputVMKID.html, inputVMKIDPwd.html) 
before the data is displayed. For statistics, the robot gives 
positive feedback, praise if the visitor has read many books. 

 
Figure 3. - Look-up menu 

Search by specific criteria: author, title, subject, 
publisher, anywhere. 

 
Figure 4. - Search menu 

The result of the search is displayed in tabular form in the 
file serachResult.html. Its content (author, title) is 
pronounced in Hungarian by the robot. 

 
7 ALMemory documentation: http://doc.aldebaran.com/2-

5/naoqi/core/almemory-api.html?highlight=almemory 

Vörösmarty Mihály Library menu: search for postcards, 
choose puzzles, quizzes and send a message to the librarians. 
The library's website can also be selected here. 

 
Figure 5. - The VMK menu item 

Messages to the library can be displayed on a separate 
webpage, where you can read all the messages that readers 
have written. Each message is also sent to a specific email 
address. 

New items can be displayed in the News menu within the 
categories (DVD/CD, book, journal, etc.) by subject (with 
textual names for ease of use). 

.  
Figure 6. - What's new menu 

For new items, you must enter the category and then the 
subject. The result of the search is displayed on the 
newsResult.html page. 

VII. USER INTERFACE OF THE PROGRAMME 

The robot also communicates via its tablet as well as 
speech, so it's important to design a well thought-out, 
modern interface that's easy to use. The design of the menus 
was also influenced by the ability to run a browser on the 
tablet. The browser supports version 1.7 of JavaScript and it 
is not possible to upgrade. A circular menu structure was 
developed in consultation with the client. The following 
figure shows the main menu. The others are similar. The 
robot also communicates via its tablet in addition to speech, 
so it is important to design a well thought out, modern 
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interface that is easy to use. The design of the menus has also 
been influenced by the ability to run a browser on the tablet. 
The browser supports version 1.7 of JavaScript and it is not 
possible to upgrade. A circular menu structure was 
developed in consultation with the client. The following 
figure shows the main menu. The others are similar. 

 
Figure 7. - Menu appearance 

Table of search results, obtained after selecting the different 
search criteria, here the system returns 20 results, if you 
want more you have to use recursive calling. 

 
Figure 8. - Search results 

From the search results, you can choose the book you like 
and view its details. 

 
Figure 9. - Details of the selected book 

 

A. Quizzes 

The library wanted to use this interface to display the 
quizzes it had already made, which are related to local life 
and places of interest. These are quizzes created in Google 
Forms and can be completed by the robot. 

 
Figure 10. Question from the "Towers, roofs, domes" quiz 

B. Puzzle 

In this module, the library has created puzzles that can be 
linked to the city. For example, the Ikarus bus shown in the 
illustration, which is linked to the local, once world-famous 
bus manufacturer. The puzzles were implemented using an 
external website8 , so the robot displays them. Due to the size 
of the robot's tablet, care had to be taken not to make the 
number of puzzles too large, as this would result in too few 
elements. 

 
Figure 11. Puzzle - an old Ikarus bus 

VIII. CHOREGRAPHE PROGRAMME 

As can be seen in the figure, the program running on 
the robot is used to navigate between web pages and to 
define PythonBoxes to define the data that will be displayed 
in the html files and to display and pronounce their contents 
on the tablet using JavaScript .9 

The Hungarian speech is provided by a robot service 
written in Python and run by Google. Text understanding is 
also implemented using another service that captures the 
voice in mp3 format and sends it to the Goolge Cloud 
Speech-to-text service 10  . This solution is already a paid 
service, so this was not requested by the library and the 
input was done via the tablet. 

 

 
8 https://www.jigsawplanet.com/ 
9 Pepper Javascript API documentation: 

http://doc.aldebaran.com/2-5/dev/js/index.html 
10 https://cloud.google.com/speech-to-text/ 
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Figure 12. - Choregraphe program structure 

A central task in the programming was to adapt the 
TextLib markup to the robot. Since the library system is 
widely used, a test database for the queries is provided to 
external developers. The queries are sent to TextLib's WWW 
server, from where the responses are returned in JSON or 
html format. For example, a query to 
http://tlwww.vmk.hu/cgi-
bin/tlwww.cgi?index1=su&value1=matematika&utf8=1&jso
n=5, which returns books on mathematics, will return the 
following format when the answer is saved and displayed in 
a browser (on a robot tablet). 

 
Figure 13. - TextLib example of JSON and html based 

communication 

The answers had to be adapted to the robot's tablet. The 
appropriate character encoding and formatted alignments had 
to be solved, due to the size and resolution of the tablet 
(1280x800). As for the searches, TextLib returns results with 
20, so that they can be concatenated with recursive calls and 
then randomly select the information to be displayed as 
discussed. This process can take a long time if the database is 
large, so the robot will then warn you. 

During development, the management of user data came 
up. In consultation with the TextLib developers, a 
compromise was reached that current and old lending 
information would be displayed on the robot, but the lending 
and returning of books would not be implemented for 
security reasons. 
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